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[Text] Annotation

This book deals with the questions of development of the architecture, internal
structure and principles of operation of the family of software-~compatible computers
in the Unified System (Ye® EVM). The main problems of development of functional
properties, technical characteristics and software for the Unified System are
reflected. :

This book is inteuded for specialists using Unified Computer System hardware and
software, for computer center workers, students in VUZ's and people interested in
the problems of development ci computers.

Foreword

Equipping the national economy with computers is now a major factor determining the
rate of development of science, growth in industrial production and enhancement of
managerial efficiency. Much attention was paid in the decisions of the 24th and 25th
CPSU congresses to the development of computers and introduction of them in the
various spheres of the national economy. .

A decisive role in the development of computers continues to be played by general-
purpose computers used to solve scientific and technical problems and to solve prob-
lems within information and logic systems and automated control systems at various
levels. The emergence at the end of the sixtizs of minicomputers and in recent years
even microcomputers has not only not reduced the field of application of general-
purpose computers, but rather, conversely, has expanded it through the emergence of
combined systems in which information undergoes initial processing on micro and mini~-
compi:iers and is then sent for centralized processing and storage to a central
coriputer.

In 1969, an intergoverrmental agreement was concluded between the countries in the
socialist community and the Intergovernmental Commission on Cooperation in Computer.
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Technology was formed. Because of this agreement, the rate of development, produc-
tion and introduction of modern computer hardware into the national economy of the
countries in the socialist community has increased considerably. Within a relative-
ly short period, the Unified System of Computers was developed in the community
countries. The system includes several computers with various throughruts that

have full program and information compatibility, an extensive set of puripherals

and common technological design principles of construction.

The results of cooperation on the program for the first phase of the Unified System
(YeS EVM-1) were presented at the international exhibition "YeS EVM—-73" held in’

_ Moscow. By that time, development had been completed on six computers with through-
put ranging from 5000 to 500,000 operations/second, about 100 types of peripherals
and four operating systems supporting efficient operation of the hardware.

In 1979, the second international exhibition, "YeS EVM and SM EVM~-79," was held
successfully. Presented at it were the results of cooperation among the countries
in the socialist community on the program for the second phase of the Unified Sys-
tem (YeS EVM-2). YeS EVM-1 was replaced by the new, more modern YeS EVM-2 system
that consists of seven computers with throughput ranging from 20,000 to 5 million
operations/second.

The YeS EVM-2, production of which began several years ago, is an essential evolu-
tion of the YeS EVM-1 in many directions. The most essential features of the new
system are:

the increase 1in throughput in the YeS EVM-2 computers, achieved in the majority of
cases without increasing cost;

the increase in precision of computations (appearance of operations on operands
having quadruple length);

the introduction of special control operations to expand computer operating modes,
in particular to facilitate operation within multimachine and multiprocessor com-
plexes;

further improvement of the input/output system, appearance of new peripherals with
higher throughput, increase in channel throughput, and the capability of
simultaneous operation of several high-speed storage units;

the emergence of supplementary hardware to raise the efficiency of software system
operation in the modes of multiprogramming, time sharing, teleprocessing, multi-
machine and multiprocessor operation;

the introduction of hordware and software to support organization of the virtual
storage mode;

improvement of the monitoring system, introduction of facilities for correcting sin-
gle and detecting double errors. Introduction and development of facilities for
diagnosing malfunctions and recovery of system after failure;

further development of means of microprogram control, introduction of reloadable
storage of microprograms; and

development of the software system to support the new computer operating modes and
new hardware.
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x It should be noted that the series of YeS EVM-2 machines provides for software
compatibility between the models of this series and with the YeS EVM-1 machines. In
addition, the YeS EVM-2 system, just as the YeS EVM-1, maintains full compatibility
at the user program level with widespread foreign computer systems, i.e., joins in

. fact the world sta.idard, formed in the last 10-15 years, of external structure of
general-purpose computers.

This book covers a broad range of questions of architecture, internal structure and
organization of computer systems, as well as questions of software for the YeS EVM-2
machines. It is the first publication to elucidate comprehemnsively the principles

of operation of the new system. '

Academician V. S. Semenikhin.

Chapter 1. Unified System Architectural Development
1.1. Unified System of Electronic Computers

The family of program-compatible third-generation computers, called the Unified
System of Electronic Computers ‘YeS EVM), includes a seriles of models with a speed
ranging from several thousands to several millions of imstructions per second. All
models in the Unified System are united by common principles of operation, uniformi-
ty of control procedures and a uniform method of organization of links between the

_ individual system modules. Thanks to the large nomenclature of peripherals and the
standard method for connecting them, computers systems with various configurations
can be set up. The software and hardware ensure efficient operation of the Unified
System of Computers in various modes for solving a wide range of scientific, techni-
cal, economic, managerial and other problems and offer the capability of using these
computers both in computer centers of varying function and in varlous types of auto-
mated systems for data management and processing.

Two phases of work on the Unified System program have now been completed: the first
phase, YeS EVM-1, and the second, YeS EVM-2.
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The main goal in developing the first phase was to develop a family of third-
generation computers meeting the modern requirements imposed on the architecture,
software, design and technology. In addition, as a result of the rapidly develop-
ing field of computer applications, the need arose for computer hardware with high
operating qualities and intended for mass production.

This goal could not have been met without the solution to the problems of further
evolution of the theory of organization of structures and computational processes
of computers, and the development of related fields of science and technology that
support creation of the new element base with integrated circuits, new materials
and equipment. In the process, methods of automating the design and production of
computers were extensively developed and implemented.

The structure and principles of operation of phase-one computers are defined by the
‘ following basic concepts:

computer software compatibility;

standard set of instructions, forms and formats for data representation;

standard set of operating units;

standard procedures for the input/output control system [IOCS];

extensive nomenclature of peripherals connectable through a standard input/output
interface; and

unity of design principles that support a high degree of unification.

The YeS EVM-1 includes several dozens of types of peripherals, four operating sys-—
tems and seven computer models: YeS—1010 (VNR [Hungarian People's Republic]),
YeS~1020 (USSR), YeS-1021 (ChSSR [Czechoslovak Socialist Republic]), YeS-1030
(USSR), YeS-1032 (PNR [Polish People's Republic]), YeS-1040 (GDR) and the YeS-1050
(USSR) . )

In subsequeat years, new models were developed: YeS-1012 (VNR), YeS-1022 (USSR),
YeS-1033 (USSR) and the YeS-1052 (USSR) which are modifications of the YeS-1010,
YeS-1020, YeS-1030 and the YeS-1050 computers developed earlier.

The main technical characteristics of the YeS EVM-1 were widely published earlier.

Thus, 11 models of the family of the Unified System have been developed and are in
operation within the YeS EVM-1.

In the YeS EVM-2, which is a further evolution of the YeS EVM-1, all the merits of
the preceding system have been kept, and in addition, new functional capabilities
have been added. The latest achievements in the microelectronic component base
were made use of in developing it. The improved technical and economic character-
istics of the YeS EVM-2, which put it on a qualitatively higher level of develop-
ment and meet the enhanced user requirements, were obtained as a result of:

raising the throughput of the central processing units and the overall efficiency
of the system while at the same time observing the requirements of economy and
adaptability to manufacture;

expanding hardware and software functional capabilities;

, _ 4
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_ developing the input/output system;

increasing the capacity of main storage and improving the organization of data
storage;

raising system reliability, developing efficient checking and diagnosing facilities;
further developing the software system;

providing the capability of setting up multiprocessor and multimachine computer
systems; and

developing a new complex of peripherals.
The YeS EVM-2 now includes a large nomenclature of hardware and software for the
Unified System which supports operation of seven models: YeS-1015 (VNR), YeS-1025

(ChSSR), YeS-1035 (USSR), YeS-1045 (USSR), YeS-1055 (GDR), YeS-1060 (USSR) and the
YeS-1065 (USSR).

1.2. Basic Directions in Development of Principles of Operation of the Unified
Computer System

Combining the efforts of a large number of teams of developers, including those
from the different countries, to implement the Unified Computer System is possible
given the common logic structure of the entire system that defines the set of
interrelated requirements and links between the hardware and software components,
i.e., with the common principles of system operation.

The YeS EVM-2 operating principles were developed thanks to including in the logic
- structure:
an expanded instruction set;
expanded control facilities in the processor;
indirect addressing of data in the channels;
the block-multiplex mode of channel operation;
new facilities for multiprocessor operation;
facilities for raising precision of floating-point operations;
an expanded system of interrupts;
new facilities for time readout;
facilities for recording program events;
facilities to support monitor programs; and
facilities for raising the efficiency of checking and diagnosing.
Instruction System. In contrast to the YeS EVM-1 (computing functions of which are
implemented by the universal instruction set), the YeS EVM-2 has a more developed
instruction set. The additional instructions are intended to provide for new func-
tions of the processor and channels, provide multiprocessor facilities and facili-
ties for time readout, and to expand the cupabilities of scientific and technical

computer applications. The instruction set used to execute system control func-
tions has also been increased considerably.
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Control Modes in the Processor. There are two modes of operation of the processor
in the YeS EVM-2: basic control mode and extended control mode.

The basic control mode provides for functioning of the computer in accordance with
the YeS EVM-1 operating principles. The extended control mode is intended to make
use of the new YeS EVM-2 functions and facilities. To this end, control registers
that can be addressed by a program have been incorporated in the processor struc-
ture. Stored in the control registers are information on system status and infor-
mation needed when implementing YeS EVM-2 capabilities.

Dynamic Address Translation. Computer system efficiency is largely determined by
the method of organizing storage of data, addressing system adopted and structure
of distribution of information flows. In the YeS EVM-2, these questions have been
resolved by introducing the facilities of dynamic address translation and indirect
addressing of data, which with the corresponding support of the operating system
and in the aggregate with it allow making use of a l6-megabyte extent of virtual
storage.

The concept "“virtual" has become widespread in recent years and literally means
"apparent."” It is used in terms such as "virtual storage," "virtual machines,"
In this case it means that the complete illusion of using a several-fold greater
size of main storage is created for a programmer working with the physically limited
size of main storage, or the illusion is created that each user has been allocated
his own installation with all resources when several users are working simultaneous-
ly with one computer. This illusion is achieved through special organization of
control of the corresponding processes. This is the purely external aspect of the
virtual concept. The internal significance is that virtual organization allows
making more efficient use of system reources, for instance in the examples cited,
through reducing the limitations on the size of main storage or, respectively,
limitations on the joint use of the equipment.

etc.

The introduction of dynamic address translation facilities reduces the limitations
associated with the necessity of assigning fixed areas of real main storage for
programs. Dynamic address translation facilities allow placing programs or parts
of them in external storage units (i.e., outside main storage) with subsequent in-
troduction of them into the free space of main storage upon request under control

- of the processor. These relocations, as well as relocations of information from
main storage to external are performed automatically by the system without program-
mer intervention. This allows making efficient use of computer resources, includ-

M ing main storage resources, in the process of computations.

Thus, dynamic address translation facilities offer the user working storage, the
size of which exceeds the size of storage physically connected to the computer.

Indirect Addressing of Data. While dynamic address translation allows translation
of addresses of instructions and data formed in the processor, the mechanism of in-
direct addressing of data serves the same purpose during input/cutput [IO] opera-
tions in a channel. Indirect addressing facilities optimize execution of IO opera-
tions, allowing one channel command to control transmission of data located in non-
contiguous areas of real main storage.
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Dynamic address translation in the processor and indirect addressing of data in a
channel are used together to organize the virtual storage mode.

Block Multiplex Mode of Channel Operation. In the block multiplex mode, blocks of
data from various IO devices are multiplexed, and in the process, each data block is
transmitted in the burst mode. Implementation of block multiplexing raises consider-
ably the efficiency of channel operaticn through parallel operation of several high-
speed external I0 devices.

Facilities for Multiprocessor Operation. Multiprocessor operation presumes organi-
zation of access of two (multi in the general case) processors to a storage area
defined as common in a system configuration. There may also be storage areas belong-
ing to the individual processors in the system. In addition to programs and the
resident part of the operating system, the common extent of main storage holds infor-
mation on the status of the processor and operations necessary for control of it,
This information is stored in the starting area of storage with the addresses 0-4096,
which is called the permanently allocated (fixed) area.

Multiprocessor facilities are intended for operation of several processors with a
common extent of main storage. These facilities provide for partitioning of main
storage, address prefixing, interprocessor signaling and synchronization of
astronomical time clocks.

Facilities for Raising Precision of Operations with Floating Point., For floating-
point addition, subtraction and multiplication operations, facilities have been pro-
vided in the YeS EVM-2 that enable working with a mantissa consisting of 28 hexi-
decimal numbers. In addition, necessary operations are performed to round off the
result and convert numbers from the long to the short format and vice versa.

The introduction of these facilities stems from the fact that with increased computer
- throughput, it has become possible to solve complex and laborious scientific and
technical problems with high precision. These problems, as a rule, are characterized
by a large number of computational iterations, as a result of which a considerable
increase in rounding errors could be expected with ordinary precision of computations.

The system of interrupts makes it possible to expeditiously react and change the
status of the computer under certain conditions that arise in the system or outside
it. These conditions include requirements on the part of control facilities and
external units, incorrect results of execution of operations, improper addressing
as well as results of operation of apparatus monitoring circuits.

The interrupt system has been enhanced by the introduction of program debugging
facilities, improvement of the apparatus for error detection and correction, and ex-
pansion of the functional properties of the processor and capabilities of multi-
processor organization.

- Time Readout Facilities. 1In the YeS EVM-1, the sole hardware for time readout was
the interval timer. The increase in processor throughput required development of
new facilities whose resolution would be commensurate with the instruction processing
rate. In addition, software facilities for time readout using just the interval
timer are rather inconvenient, require large storage size and take up considerable
processor time for their operation.
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In addition to the interval timer, a time-of-day [TOD] clock and a CPU timer have

- been incorporated in the YeS EVM-2. They have been implemented in the form of
hardware-controlled 52-bit counters with a resolution of 1 microsecond. Their
values are set by the instructions SET CLOCK and SET CPU TIMER.

The CPU timer does not change when the processor is in the stopped state. Once
set, the TOD clock runs even when the CPU is in the wait or stopped state. The
clock measur=s elapsed time. It can be used to determine the date and time of day.

A CPU timer interruption occurs each time a negative quantity is in the timer. To
interrupt the CPU at a given time indicated by the TOD clock, there is a comparator
in the CPU in which a specified value is set by the instruction SET COMPARATOR.

New instructions have been introduced to store readouts from the clock, CPU timer
and comparator in storage: STORE CLOCK, STORE CPU TIMER and STORE CLOCK COMPARATOR.

Program Event Recording. Facilities for program event recording and providing mon-
itor programs give the user the capability of debugging new programs at the same
time other problems are being solved.

These facilities interrupt processor operation and write to a defined storage area
information needed by a user when the following events occur in a program:
successful completion of a transfer instruction;

change in contents of specified general-purpose registers;

instruction is fetched from specified area of main storage; or

change in contents of specified area in main storage.

Operation of the facilities fcr program event recording reduces processor speed;

therefore, to maintain the rate of execution of programs not needed for these
facilities, masking of them has been provided for.

Provision of Monitor Programs. Facilities for support of monitor programs permit
organizing transfer of control to a program that effects specific control functions

. (the monitor). This occurs when the instruction CALL MONITOR is encountered in a
program being executed and transfer of control is permitted (not masked).

Checking and Diagnostics. Capabilities for raising the efficiency of checking and
diagnostics in the YeS EVM-2 are provided by various software and hardware facili-
ties for detecting, localizing and correcting errors, as well as facilities to
restore the computing process when malfunctions occur.

1.3. Basic Properties of Unified Computer System Architecture
In making an overall evaluation of all the changes in the logic structure of the
YeS EVM-2, it can be noted that they are aimed at evolving the main features of

the Unified System Architecture: efficiency, general-purposeness, compatibility
and reliability.

8
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Efficiency. The new models of the second phase of the Unified Computer System,
from an architectural point of view representing one computer, cover a broad range
of throughput that increases from the bottom to the top of the lime. In additionm,
the computational capacity of each model can be enhanced by uniting two processors
by means of multiprocessor facilities. As a rule, within the bounds of one system,
the throughput of each successive model is higher than a dual processor system.
built on the basis of the preceding model.

YeS EVM-2 models have better technical and economic characteristics than YeS EVM-1
models. 1In particular, the throughput/cost ratio has been increased two to three-
fold; the absolute value of throughput for processors in the top models also has
been increased: from 0.7 (YeS-1052) to 5 million instructions/second (YeS—1065);
and size of main storage has been increased. Storage size ranges from 1 to 8 mega-
bytes as a function of model throughput; 10 system throughput has been raised both
through the capability of connecting a larger number of channels and the increase
in their throughput to 3 megabytes/second.

In addition, along with the operating systems developed for phase-one models, soft-
ware is used in phase-two models that takes the new functions and capabilities into
account.

All this taken together gives a wide choice of hardware and software while ensuring
efficiency in solving specific user problems.

General-purposeness. General-purposeness means the capability of solving a wide
range of problems in different classes with approximately the same efficiency. In
second-phase models, this capability is supported primarily by the expansion of the
general-purpose instruction set, which consists of the standard set and instruc-—
tions for economic and scientific applications. :

The standard set includes instructions for fixed-point arithmetic, control, exchange,
10, logic operations and storage protection instructions. The instruction set for
economic applications.contains the standard instruction set plus instructions that
allow operation of facilities for processing decimal data with variable wordlength.
Instructions for scientific applications include floating-point operations in
addition to the standard set.

Versatility in using Unified System Computers i{s also achieved by the modular hard-
ware principle that allows connecting peripherals for various functions and develop-
ing a software system that includes modes for multiprogramming, time sharing,
interaction and teleprocessing.

Thus, the appropriate components can be selected to build a specific computer com—
plex most suited to a given application considering the requirements for through-
put, functional capabilities and set of peripherals.

Compatibility. Second-phase architecture ensures software compatibility both be-
tween second-phase models and with phase-one models. The different second-phase
models are compatible downwards = and upwards. This provides for convenience in
maintenance, use of unified operating systems and application program packages
developed earlier, and simplicity in training and mastering the new models.

\O
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However, the principle of compatibility does have limitations: programs must use
identical hardware and must not depend on the duration of execution of instructions
by a processor and on functions peculiar to a given model (model-dependent). 1In

- addition, a program must not use areas assigned or that could be assigned for
special hardware functions.

Phase two is compatible with phase one from "bottom up." To execute programs on
phase-two models, that were written for phase-one models, not only the above cited
limitations have to be taken into account, but also those associated with the
features of the new system, which comsist in:

proper use of the bits in the program status word that determine the codes for out-
put of results;

proper use of permanently allocated storage areas in the YeS EVM-2; and

taking into account the new capabilities of the IO channel for pre-fetching of in-
formation and the new capabilities for retry-- of instructions and specifics
of the new instructions.

Reliability of the YeS EVM-2 models is ensured both by the technology of manufac-

- ture and by the use of special hardware and software facilities (more flexible
system for processing machine errors, circuits for correction of main storage
errors, mechanism for retry -of instructions in the processor and channels, and
the system for microdiagnostic procedures).

In addition, the capabilities for preventing erroneous writes have been increased
in the YeS EVM-2 through dynamic address translation which permits isolating one
program from the other during joint use of the same resources.

1.4. Structure of YeS EVM-2 Models

The base structure of the YeS EVM-2 models (fig. l1.) is described by the presence
of the obligatory (standard) functional devices of the five levels: the central

- processing unit (processor), main storage, channels, peripheral control units and
the peripheral equipment. The internal organization of each of these devices may
vary in the different models, but in doing so, the common principles of operation
that ensure compatibility and the unified methods of system control are maintained.

Peripherals are connected through control units to channels by a standard IO inter-
face. Properly, this interface can be considered the sixth obligatory level of the
system. The channels have a link with the central processor since the latter
coordinates and controls the entire system as a whole, and a direct link to main
storage, thanks to which independent operation of the channels and the processor

is achieved. The system permits connection of different types of channels:
byte-multiplexer, selector and block-multiplexer.

The structure of the YeS EVM-2 permits the capability of connecting additional

- (nonstandard) functional units (for example, array processor, channel-to-channel
adapter, logic repeater)and various units that support communication between two
processors at the level of external storage units or a common area of main storage.

10
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The central processor is the nucleus of the system. Its functions include execu-
tion of arithmetic and logic operations, organization of main storage access,
fetching and decoding of instructions, initiation of operation of executive units
and IO procedures, processing of interrupts and others. In accordance with these
functions, the processor includes a central control unit, an.. arithmetic and logic
unit and a storage control unit.

The internal organization of the processor structure (by which is meant the inter-
action of the functional assemblies and units for organization of the computation-
al process) may vary from model to model, but in all models the processor performs
the same logic functions, i.e. the result of execution of an instruction will be
jdentical irrespective of the model.

As a function of requirements for throughput and economy, the internal structure
permits parallel or serial processing of information, a different width of data
streams, varying number of levels of overlap < of instructions, and various
algorithms for execution of operations.

At the same time, unity of principles of operation is achieved by standard facili-
ties: program status word register, general registers, registers with floating-
point and control registers which form the internal storage for the processor.
Stored in these registers are control information, information on system status,
addresses and operands. In addition, adherence to the principles of operation is
achieved by unity of formats and forms of representation of instructions and data.

The program status word (SSP) [PSW], which is stored in a 64-bit register, is in-
tended for instruction sequence control. The PSW contains the address of the cur-
rent instruction and information on the status of equipment needed by the program
being executed at the given time. The set of this information varies as a function
of the control mode.

Sixteen 32-bit genéral-purpose registers are used as index registers in operations
for addressing and as data and result registers for logic and fixed-point opera-
tions. :

The general-purpose registers are addressed from O to 15 by using a four-bit code
placed directly in the instruction. For work with 64-bit numbers, adjacent regis-
ters may be used in pairs--an even and an odd register. '

There are four 64-bit floating-point registers intended for storing operands dur-
ing floating-point operations. The first two and last two registers may be com-
bined when the expanded data format (128-bit) is used. '
Sixteen 32-bit control registers (RU) are used in the processor for performing the
new YeS EVM-2 functions. They are addressed by using a four-bit code in the in-
structions LOAD CONTROL and STORE CONTROL . [t is possible to access a
group of control registers.

Operating principles are adhered to also by the unity of formats and forms of data
representation.

1
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Fig. 1. YeS EVM-2 Base Structure

Key:
1. Main Storage 9. Floating-point operations
2. Processor 10. 16 control registers
3. 10 channels . 11. 16 general-purpose registers
4. Storage control unit 12. 4 floating-point registers-
5. Central control unit : 13. byte-multiplexer channel
6. Arithmetic and Logic unit 14. selector channel
7. Fixed-point operations 15. block-multiplexer channel
8. Operations with variable-length 16. peripheral control units
fields and decimal numbers 17. 10 interface

All instructions (fig. 2) have a length of two, four or six bytes and one of six

formats: RR, RX, RS, SI, S or SS. The instruction format reflects the location
of the operand taking part in the operation.

In the RR instruction format, both operands are placed in the general registers or
the floating-point registers, depending on the type of operation. When an RX for-
mat ‘instruction is executed, one operand is selected from the general registers or
floating-point registers, and the second one from main storage. For this format,
the address of the second operand (memory address) is formed by using an index.

The RS instruction format differs from the RX only in that indexation of the ad-
dress of the second operand is not required for it. For the SI format instruction,
the first operand is selected from main storage and the second directly from the
instruction. In executing SS format instructions, both operands ‘are selected from
main storage. For S format instructions, the first operand is specified in impli-

~cit form, and the second is placed in main storage.
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Execution of instructions in the proces-
sor begins with fetching of the instruc-
ticn whose address is placed in the pro-
gram status word register. Then this
address is incremented by the number of
bytes in the instruction, forming the
address of the next instruction.

The address by which the data is
accessed in main storage is contained in
the register indicated by the field R.of
the instruction, or is formed from the
base, index and displacement, defined by
.the fields B, X and D of the instruction
(index 1 or 2 defines the number of the
operand).

The base is placed in general-purpose
registers and is a 24-bit number, by the
use of which main storage can be ad-
dressed. The base address is used for
addressing an area of a program or data
files and can also be used as an index.

The index is also placed in general-
purpose registers and is used only

in RX format instructions for
addressing an individual element in a
file by the use of a 24-bit number.

Fig. 2.
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Instruction Formats

1. KOP [operation codel

The displacement is a 12-bit number, specified directly in the instruction, that

addresses individual sections of a file with a size of 4096 bytes.

In forming the address, the base, index and displacement are added together as
positive binary numbers and overflow is ignored.

In SS and S format instructions, length of operands in bytes is specified by

field L.

Development of the YeS EVM-2 processor structure is aimed at increasing the effi-

ciency of the computational process.

In this plan, besides the new functions de-

termined by the principles of operation, the most important are the further de-
velopment and introduction of microprogram control, and the introduction of buffer
main storage that supports fetching of data at a rate corresponding to the

processor cycle of operation.

Main storage is intended for storing data files and must ensure fast access with
direct addressing to information for the processor and channels.
storage size is 16,277,216 bytes and is defined by a 24-bit address that always

points to the extreme left byte in fetching some block of informatiom.

The largest main

In the

process, the length of the memory block addressed is determined by two methods:
explicitly and implicitly. In the first case, the address is accompanied by a
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length code that indicates the number of bytes addressed. In the second, the length
of the data field is defined by the instruction code. This is the case for fixed-
length information since it can equal only 1, 2, 4 or 8 bytes.

To properly define the start of blocks of fixed-length information, the specific
integral boundary rule has been established for placement of data in main storage.
In accordance with this rule, fixed-length data are placed in storage beginning at
the integral boundary for a given block of storage. The boundary for some block of
information is called integral if its address is a multiple of the number of bytes
in the block. Thus, the binary code of the address for reference to main storage
for a halfword, word or doubleword of information must have one, two or three low-
order bits, respectively, equal to zero. For the majority of unprivileged instruc-
tions in YeS EVM-2 processors, the restriction on placement of operands at the in-
tegral boundary has been removed. In certain cases, this makes it possible to re-
duce the size of memory taken up by data, however, in doing so, processor speed may
be considerably reduced, especially for high-throughput computers. Therefore,
placing operands at an arbitrary byte boundary is recommended only in exceptional
cases.

The reduction in speed is associated with the fact that for fetching an operand lo-
cated at a'nonintegral boundary, there may be required, first, two references to
main storage instead of one, and second, alignment of the operand prior to its pro-
cessing in the arithmetic unit. Placing an operand at a nonintegral boundary for
write instructions also requires two accesses to storage.

Development of the principles of virtual storage which expand the capabilities of a
computer system led to the formation of concepts of logical, real and virtual ad-
dresses. -

Logical addresses are those used by a program that are translated into real by the
address translation facilities.

The different levels of storage linked together by information transmission channels
form the aggregate of computer storage units called virtual storage. The highest
level of storage, main storage or part of it, is called real storage. Addresses
used to access real or virtual storage are called real or virtual, respectively.

Depending on size, main storage may be implemented both in the form of an individual
unit and integrated in the processor. In both cases, access is provided to the
processor and channels by priority, and channels have the highest priority.

The I0 channels organize and service the process of data exchange between peripher-
als and main storage, freeing the central processor from these functions. Data is
exchanged with peripherals in two modes: burst and multiplexer.

In accordance with operating modes, two types of channels are used in the YeS EVM-1l:
the selector which services one unit at a given time until completion of the data
transmission in the burst mode, and the multiplexer that operates in both the burst
and multiplexer modes, permitting simultaneous execution of several IO operations
for data transmission in small portions (bytes, for instance) at time intervals

less than 100 microseconds.
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Used in the YeS EVM-2 is a new type of channel, a block-multiplexer which makes it
possible to combine the operations for making the peripherals ready for data trans-
mission with IO operations.

The channel functional capabilities were also developed further: facilities were
introduced for indirect addressing during IO operations, supporting facilities of
dynamic address translation of the processor in the organization of virtual stor-
age, and facilities for repetition of instructions in a channel and the two-byte

interface. The aggregate of these facilities has made it possible to increase IO
efficiency toa considerable extent.

From the point of view of specific implementation, channels can be made both in
the form of individual independent units and with partial use of processor equip-
ment. In any case, uniformity of IO procedures defined by the YeS EVM-2 princi-
ples of operation is maintained.

The broad nomenclature of peripherals for the Unified Computer System includes
devices with various principles of operations, functional purpose and rate capa-
bilities: perforated card and tape units, tape and disk storage units, plotters
and CRT units, etc.

- The technical characteristics of facilities already in existence have been im-
proved and new ones developed in the YeS EVM-2 peripherals. New disk storage
units with large capacity and tape storage units with a high density of recorded
information have been developed. The peripheral nomenclature has been supple-
mented with displays and systems based on them.

Control units are intended to control the peripherals. Physically, they can be
placed in the peripherals then.:'ves, in the processor or channels, or made as
individual units, but in any case, realization of all capabilities supporting
operation of channels with the peripherals is maintained.

The control units are connected to a channel through the IO interface which
makes the control signals device-independent.

The YeS EVM-2 control units have been improved in accordance with the evolution of
the IO peripherals and channels.

Chapter 2. Raising Efficiency of Computations

Enhancement of computational efficiency in the YeS EVM-2 is primarily linked to
the development of the structural organization and to the expansion of the func-
tional capabilities of the central processing unit, the processor, and is achieved
through:

improvement in the throughput/cost ratio as the basic parameter of the general-
purpose computer; )

increase in the absolute value of throughput for models of each class;

development of structures with fundamentally new qualities: virtual organization,
automation of program debugging, -event recording and others;
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availability of advanced facilities for building mulﬁiprocessor and multimachine
systems, and special-purpose systems;

improvement of operating characteristics--reliability and validity of computations,
reduction of hardware maintenance time and others.

Discussed in this chapter are the basic structural concepts and hardware features
. of the processor by which the new capabilities for data processing in the YeS EVM-2
- are realized. :

2.1. Main Concepts of Processor Structure

The criterion of efficiency of processor computations for all models in the Unified
Computer System is the throughput/cost ratio, i.e. achieving a given throughput
with the least outlays for equipment. However, this problem is solved differently
for different models. While a given throughput is achieved for low and medium
speed machines by relatively uncomplicated structural methods and, in connection
with this, the determining factor is reducing equipment cost by using a cheaper
element-design and technological base, for high-throughput machines that, as a
rule, use the latest achievements in microelectronics and technology, special com-
plexity is presented by the organization of the computer structure and optimiza-
tion of the computing process to obtain a given rate of calculations. From this
point of view, processor structure efficiency is largely determined by:

- width of the paths for processing and transfer of data;

number of . levels of instruction processing overlap;

structure and algorithms for operation of the executive units;

organization of execution of instructions for transfer of control;

organization of CPU internal storage; and

degree of joint use of equipment by ﬁhe CPU 2 id channels.

In addition, improvement in the organization of CPU internal structure in all YeS
EVM-2 models is related to the development of the principles of microprogram con-

trol and realization of the capabilities of connecting special-purpose units
optimized for execution of a particular class of problems.

Width of Paths for Data Processing and Transfer. In the Unified System of Compu-
ters, the methods selected for addressing main storage and the byte form of data
representation make it possible to use a different width of paths for data proces-
sing and transfer in different models as a function of economic expediency and the
capability of achieving given parameters on throughput.

The width of the path for processing operands differs as applied to the CPU, i.e.
the width of the arithmetic unit, and the width of the path for data exchange be-
tween the CPU and main storage (instructions and operands)

The width of the path for data exchange affects both the rate of processing and
the size of the CPU equipment. This stems primarily from the fact that the width

of the path for data exchange largely determines the organization and effective
time of main storage operation.
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As a rule, main storage is divided into independent logical blocks that makes pos-
sible access to some blocks before completion of an operation begun in other
blocks. Used in the process is the principle of interlesving of addresses or the
so-called interleaving of main storage, which consists in the fact that the addres-
ses of related addressed storage cells are located in various logical blocks.
Usually, a two-, four- or eight-fold interleaving of storage is used, i.e. there
are two, four or eight independent blocks of storage in the system. The width of
the path for data exchange with one logical block is two, four or eight-bytes.

With interleaving of storage, each logical block has its own independent main

paths for data exchange.

The width of the path for data exchange in the majority of cases clearly defines
the width of the path for processing of operands in the arithmetic and logic units.

By the width of the arithmetic unit is meant the width of the adder and the main
registers for the operands. And when there are several adders in the CPU, as for
example in high-throughput CPU's, the width is determined by the adder in which
operations on operands with fixed-point are executed.

Since arithmetic unit equipment makes up from 40 to 70 percent of the total CPU
equipment, the selection of the width for data processing has a considerable

effect on the total equipment. At the same time, it i obvious that when the

width of the processing path is reduced, the time for execution of operations will
be increased for operands whose size exceeds the processing path width. Taking
this into account, two, four and eight bytes are usually selected for the exchange
and processing path width for low, medium and high-throughput machines, respective-
ly.

Number of Levels of Instruction Processing Overlap. To increase the rate of in-
struction processing in the CPU's, the concurrent processing method is used: the
whole processing process is subdivided into stages and execution of the different
stages of several serial instructions coincides in one CPU operation cycle. To
achieve concurrent processing of instructions in a CPU, functional and independent
blocks are separated out; each of them executes only one of the instruction pro-

- cessing stages. For example, for the case of three-level concurrency, the proces-
sing process is subdivided into three stages: the stage of preparing the instruc-

_ tion for execution, i.e. fetching the instruction from main storage and generating
the addresses of the operands, the operand fetching stage, and the stage of direct
execution of the operation in the arithmetic unit. Subdividing into stages is
usually based on equal time intervals for execution of the individual stages, since
only in this case is maximum efficiency achieved for making use of the individual
functional blocks of the CPU that afford concurrent processing, i.e. there is no
idle time in waiting for the completion of operation of preceding or subsequent
blocks.

For three-level concurrency in a CPU, it is necessary to assign a block for fetch-
ing instructions and generating addresses, a block for fetching operands and an
executive block or arithmetic unit.

In addition, characteristic of YeS EVM-2 CPU's are stages for prefetching of in-
structions and operands and buffering them for subsequent processing, and overlap
of execution of the various operations in the executive units of the arithmetic
and logic unit, which increases even more the number of processing stages and
overlap levels.
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Although the efficiency of the method of overlapped processing of instructions,
from the point of view of increasing CPU throughput, is a function of the number of
overlap levels, this dependency is not proportional. The full use of efficiency of
the overlap method is rather rarely achieved in solving problems, since any suc-
cessful branch instruction in the program or use by a following instruction of re-

= sults obtained during execution of a preceding instruction causes stoppages of
instruction processing.

In fact, time Tc for processing S instructions with K levels of overlap can be

represented by the following expression:

T =1‘(__~’("‘S_A_-" )
L4 K .

where T is the time for execution of one instruction without overlap.

It is easy to see that when one instruction is executed (s=1), Tc=T’ and with a

full CPU load over a long time (S—»®), the rate of instruction processing tends
to the value equal to T/K. Thus, the overlap method does not reduce the execution
time for one instruction; it does make it possible to increase device throughput.
Therefore, if dependent instructions (instructions, upon sequential entry of which
to input of the unit, processing of the next instruction can be started only after
completion of execution of the preceding one) are encountered among the instruc-
tions S, CPU throughput is reduced to the value defined by the order of dependency
of the overlap levels compared to the case when there is no dependency of instruc-
tions. Levels of processing of instructions with numbers m and n (m < n) are de-
pendent, if to start processing of the current instruction at level m, it is
necessary and sufficient that processing of the preceding instruction at level n
be completed. The value N=n-m is called the order of dependency of the overlap
levels. It can be shown that in this case, the CPU instruction processing rate is
defined by the expression

reT(as=t)

where K,=K/N. Physically, this means that in the case of dependency of instruc-
tions, ~it is as if the number of overlap levels is reduced and, consequently, the
CPU throughput is reduced. Thus, if execution of an instruction at the first level
cannot be started until the instruction at the last level has been executed (for
example, the result of the preceding instruction changes the content of the follow-
ing instruction), the order of dependence of the levekb of overlap N equals K,

which is equivalent to operating without overlap (K1=1).

The relationship between instruction execution overlap efficiency and instruction
interrelationships presented above is considered in the most general form. In
fact, this relationship is far more complex and, in addition, instruction execut-

- ion overlap efficiency is affected by a large number of other factors. It should
also be taken into consideration that overlap of processing increases the size of
equipment and complicates the control circuit.

18
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All these circumstances have to be taken into account in selecting the number of
levels of instruction processing overlap in each specific case to achieve given
parameters and first of all the throughput/cost ratio. Experience in developing
the Unified System computers and studies made indicate that overlap processing is
technically and economically expedient for a class of machines in which up to five
instructions are executed simultaneously. Therefore, the CPU's in the different
models of the YeS EVM-2 generally use two- and five-level overlapping as a function
of throughput. At the same time, sequential processing of instructions is provided
for in the smaller models, and in those machines where overlapping is used, modes
of operating without overlap have been provided for to facilitate search for and
localization of malfunctions in diagnostic procedures.

Structure and Algorithms for Executive Unit Operation. These units include the
traditional CPU arithmetic and logic units [ALU] and specialized hardware (for
example, a high-speed multiplier) that was developed in the YeS EVM-2. Executed
in these units are all the arithmetic and logic operations in the universal in-
struction set in the YeS EVM-2, which includes operations on numbers with fixed-
point and with floating-point with conventional and extended precision, logical
operations and decimal arithmetic operations. Operations are executed with
fixed and variable length fields.

Further raising of the efficiency of executive units in the YeS EVM-2 compared to
the YeS EVM-1 is determined by the:

expansion of functional capabilities;
improvement of structural organization; and

uge of more efficjient algorithms.

The functional capabilities of YeS EVM-2 CPU executive units have been expanded by
the introduction of facilities for executing extended-precision floating-point
operations. In this case, CPU efficiency is increased in solving scientific and
technical problems and primarily those that have a large number of computational
iterations. Using conventional-precision floating-point operations in solving
these problems in some cases does not provide the necessary precision of the result
because of rounding errors. The introduction of facilities that permit operating
with a mantissa consisting of 28 hexidecimal numbers reduces the criticality of
this factor. Seven extended-precision floating-point arithmetic instructions have
been introduced in the YeS EVM-2: ADD NORMALIZED, LOAD ROUNDED (extended to long),
LOAD ROUNDED (long to short), MULTIPLY (extended), MULTIPLY (long to extended--RR
instruction format), MULTIPLY (long to extended--RX instruction format) and
SUBTRACT NORMALIZED.

Executive unit structure in the various YeS EVM-2 models determines the following
trend:

minimal size of equipment through universal arithmetic units with a small width of
- operating units (8-16 bits) for the small models;

use of additional equipment which speeds up execution of individual operations with
an increase in the width of the operating assemblies to 32 bits for models in the
medium class;

achievement of maximum speed in the large models through specialization in opera-
tions of arithmetic units of large width (64 bits); and
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- use of microprogram control to the full extent of operations for small and medium-
size models, and for large models to the extent in which achievement of the given
throughput is possible.

With the introduction into the CPU of buffer storage that supports fetching data
at the rate equal to the CPU operating cycle, the time for execution of operations
in the operating units of the executive units has become decisive in determining
the computer speed. CPU computation rate depends to the highest extent on execu-
tion of addition/subtraction and multiplication/division operations with fixed and
floating point. Based on this, the structure of the operating units must in the
first place be oriented to rapid execution of these operations.

An efficient and widely employed method for structural organization of executive
units that results in increased throughput is the use of the principle of local
parallelism which consists in parallel processing in time of the algorithm for
execution of an individual operation by splitting it into a series of independent
sections. Such parallel processing is possible when the result of operation of

- one section of the algorithm dces not depend on the result of operation of another.
Thus, in executing a floating-point operation, operations on exponents are execu-
ted at the same time as operations on the mantissas.

Concrete realization of this principle requires incorporating several processing
functional assemblies that operate concurrently in time: mantissa adder, exponent
adder, operating shifter and analysis circuits. The principle of local parallelism
leads to increased speed not only through parallel processing of the operands pro-
per but also through parallel analysis of the operands and execution of the
functions of checking and control.

Used in the large YeS EVM-2 models also is the well known method of increasing
speed: the method of conveyor processing. To implement conveyor processing, the
entire processing apparatus is subdivided into steps, operating sequentially one
after the other, that perform elementary operations. The sequence of elementary
operations being performed while passing through all the steps determines the
execution of the full operation. The high speed of the conveyor method of proces-
- sing stems from the short fixed time for execution of an elementary operation and
the concurrency of operation of all steps. Intermediate results of processing in
these steps are stored in registers which makes it possible to avoid the effect of
asynchronization. Selection of the number of steps and clock time for their opera-
tion is determined by the capability of achieving a given throughput taking into
account limitations on equipment size and the convenience of obtaining the required
clock frequency from the basic frequency for synchronization, and is also based on
the functional composition and physica. properties of the element system selected.

Speed of executive units can be increased also through their specialization.
Specialization, i.e. orientation of unit functions to execution of one type of
operation, allows optimal achievement (for a specific unit) of maximum possible
speed with existing technology, although it should be noted (as a disadvantage)
that a considerable amount of equipment is required to implement the whole set of
operations. Therefore, a basic problem is the optimal selection of the number and
types of units. Since specialized units are used for the highest throughput models
where it is necessary to obtain the maximum possible speed while disregarding out-
lays for equipment, in selecting types of units, i.e. their organization, the
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orientation is on speeding up execution of operations which are processed in more
than one machine cycle in the universal units. These operations include primarily
multiplication, division and addition with floating-point. Based on this, the fol-
lowing types of executive specialized units are used in the CPU for the large YeS
EVM-2 model: unit for fixed-point operations, unit for floating-point operations,
unit for multiplication and division, and a unit for decimal arithmetic.

A further development of this method for increasing the speed of executive units is
the organization of parallel operation of the operating units. However, for high

- efficiency of parallel operation, special software is required that allows dis-
tributing instruction streams with regard to specialization of the units. '

The problem of optimal correlation between speed and economy for medium-size com-
puters, as a rule, is solved by speeding up only certain operations. "Accelerators"
are used for these purposes, i.e. supplementary equipment operating at an increased
clock frequency and oriented to speeding up a certain section of the algorithm for
execution of certain operations.

Thus, used is the YeS-1045 computer is an accelerator for executing a number of
operations based on the tabular method of obtaining a result. The acclerator is
implemented with high-speed microcircuits of programmable read-only memory (PPZU)
[PROM] with a 256 X 4 organization. A table is stored in the PROM, and the appro-
priate result is generated at the PROM output as a function of the input signal.
In other words, the various Boolean functions of the input set are output as a
function of the program embedded in the PROM. Also undergoing acceleration are
operations that have a substantial effect on throughput (multiplication, transfer,
packing) and operations that, on the one hand, are conveniently implemented by
using the tabular method, and on the other, do not require additional outlays for
equipment. The accelerator is controlled by a special accelerator control memory
with a size of 512 48-bit words, the cycle of which is half the cycle of the CPU
control memory. Use of the accelerator has made it possible to increase the
throughput of the CPU in the YeS-1045 computer by 15 percent on the average with
a 6 percent increase in equipment.

Executive unit throughput is largely determined by the efficiency of the algorithms
for execution of multiclock operations (addition, multiplication, division with
floating-point, translation of codes, and a number of operations for processing
variable-length fields). In this case, by efficient algorithms are meant algo-
rithms that make optimal use of the structure of the executive units. It is
obvious that these algorithms will vary for each computer class in the Unified
System. '

Organization of Execution of Instructions for Transfer of Control. Used .in rating
internal CPU speed are so-called mixtures of instructions that take into account
execution time and recurrence (weight) of individual instructions in programs for
the most typical classes of problems. Statistics show that CPU computation rate
is most affected by only about 10 types of instructionms which require raising the
execution rate. These instructions include (in addition to those discussed in the
preceding section) transfer of control instructions too which affect not only the
rate, but to a considerable extent also the CPU structure.
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In the Unified System of Computers, two methods of raising the executicn rate of
transfer of contro! instructions are widespread. The first is based on a statis-
tical account of the probability of successful execution of an instruction for
conditional transfer of control, and the second, on a statistical account of the
most probable length of program cycles realized by using instructions for con-
ditional transfer of control.

Implementation of the first method requires rapid prefe:ching of instructions from
main storage, overlap processing and incorporation of additional buffers with a
size of 8-16 bytes into the CPU structure. One buffer is used to store the basic
sequence of instructions in executing the program. When a transfer of control in-
struction is encountered, an estimate of the most probable outcome is made and
fetching is organized for the instructions of that branch of the program that will
most probably be executed after completion of the branch instruction. These in-
structions are placed in the second buffer and processing of them is started even
before the transfer of control instruction is executed. When the estimate is cor-
rect, the high rate of instruction processing is maintained; in the opposite case,
fetching of the other branch is not required since it is stored in the first buffer
and can be processed right after completion of execution of the transfer of control
instruction.

In the fastest computers, the CPU structure has a third buffer for preselected in-

structions. It is used to store instructions selected as a result of processing of
the next transfer of control instruction in the most probable branch of the program
before completion of execution of the preceding one.

Implementation of the second method for speeding up execution of conditional trans
fer of control instructions is organized by a buffer for processed instructions,

in which usually from 64 to 128 doublewords of instructions are kept, i.e. in exe-
cuting the basic sequence of instructions in a program, the processed instructions
are not erased, but stored in a the special buffer. In this case, a special algo-
rithm has to be provided to replace processed instructions of old information in
the buffer by new. The main idea of the second method is this: Since conditional
transfer of control instructions are usually placed at the end of a cyclic section
of a program when programs are written, in the majority of cases, this conditional
transfer will point to a section of the program already selected. This is precise-
ly the section of the program with high probability that is stored in the buffer

of processed instructions, which makes it possible to reduce the time for preparing
instructions of the new branch for execution.

Shown in fig. 3 are the structural schemes for paths of instructions in speeding up
execution of transfer of control instructions by the method of estimating the pro-
bability of a transfer (a) and the method of probable length of a cycle (b).

Both of these methods require additional equipment outlays for implementation and
result in considerable complication of the control algorithms in the CPU; however,
they are used in 'the large YeS EVM-2 models because they produce a considerable
increase in the CPU speed, while reducing execution time by a factor of two to
three for transfer of control instructions.

Organization of CPU Internal Storage. CPU internal storage consists of a large

number of resiters and buffer storage for temporary storing of intermediate results
obtained during execution of operations, storage of data files during exchange,
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storage of control attributes and information on computer status during program
execution and information that controls the sequence of instruction execution.
CPU computational efficiency is largely determined by the structure and speed of
internal storage, since certain of its components directly determine or affect to
a considerable extent the CPU operating cycle.

A major characteristic of a CPU and computer is the CPU and IO channel data ex-

change rate with main storage.

As noted earlier, selection of the optimal exchange

path width and use of interleaved memory make it possible to increase the data ex-

change rate; however, a substantial factor in increasing this rate is the reductiorn
of fetch time and cycle time of main storage.

CPU buffer storage and channel buf-

fer storage are used in YeS EVM-2 CPU's to reduce the effective cycle of main

storage.

Main buffer storage is an intermediate block of storage (between the basic main
storage and the CPU) that operates with the CPU cycle and provides for storing
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instruction and operand files most frequently used by the processor. Buffer stor-
age usually holds from 8 to 64 bytes, which permits a reduction in main storage ac-
cess time. Buffer storage is filled as data is fetched from main storage during
program execution. Since programs have a limited amount of instructions and ope-
rands and usually operate in the cyclic mode for processing a data file, after exe-
cution of the first cycle, about 90-95 percent of needed information will be in
buffer storage. Consequently, during subsequent operation of the program, instruc-
tions and operands will be fetched not from main, but from buffer storage. In this
case, the effective main storage cycle will be close to the buffer storage cycle.
Algorithms for replacing information in buffer storage provide for holding the most
frequently used data files. Exchange between main and buffer storage occurs in
blocks containing from 16 to 64 bytes, which permits making effective use of
interleaved main storage.

Processor buffer storage may be used for operation of IO channels, but this leads
to the emergence of conflict situations during a simultaneous call from the chan-
nels and the processor and, consequently, to a reduction in the efficiency of the
operation of buffer storage. Therefore, to raise the rate of data exchange be-
tween channels and main storage, used more often is special buffer storage for
channels, which is broken down into groups of registers allocated for each I0 chan-
nel. As a rule, four to eight double words of information each are stored in these
registers. With this organization of exchange, the capability emerges of making
efficient use of interleaved storage and reducing data exchange time, because the
channel effects its exchange not with main storage, but with the buffer storage for
the channel. Information is exchanged between main storage and channel buffer
storage also in blocks of four to eight double words each.

The introduction of buffer storage units, in addition to reducing the effective
cycle of main storage, also leads to a reduction in the number of conflicts during
a simultaneous call for storage from channels and the processor. Both the former
and the latter are especially important for high-throughput computers, which has
dictated the use of buffer memories in the YeS EVM-2 medium and large models. Use
of these memories in small models is inexpedient because of the relatively high
cost of the additional equipment needed to implement them and the considerable com-
-plication of the organization of the processor control structure.

The method of storing intermediate results of computations also largely determines
processor structure. In essence, in the Unified System of Computers, this me thod
is determined by the instruction set, form of data representation and addressing
structure. In the general case, there are three ways of organizing storage of
intermediate results obtained during performance of calculations.

The first is based on sending any results to main storage immediately after com-
pletion of the calculations without intermediate storage in the processor. This is
one of the most uneconomical methods since repeated access to main storage is
required in the process of executing one instruction.

The second method calls for using an intermediate register through which the re-
sults are transferred to main storage. Here the number of transfers is reduced,
since the information in the register can be used during execution of the opera-

tions. But in this case too, rather frequent access to main storage is required
to free the register.
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The third method uses several registers that form a small amount of storage, and
the results of the various groups of operations are kept in their own registers.
In this case, the number of registers or storage size is selected in such a way
that as a rule, only final results are stored in main storage.

In essence, all three methods are used in Unified System processors, but the third
- one is the main one. For this purpose, the processor structure has 16 general-
purpose registers and four registers for storing results of floating-point opera-
tions (see chapter 1). The general-purpose registers store results of fixed-point
operations and are also used as index registers in modifying an address and execu-
ting instructions associated with addressing, which eliminates the need for addi-
tional registers for these purposes. Besides this, a program status word [PSW]
register and a group of control registers are used to store control features and
information on the current status of the system during program execution.

Direct writing of results to main storage is provided for only for '"storage-to-
storage' instruction format, during execution of which variable-length operands
are processed. This is because storage of intermediate results would require a
buffer too large in size and in addition, these instructions are not decisive for
computer speed.

For writing information to main storage in large models, in addition to the methods
discussed, individual registers are used that are intended for coordinating opera-
tion of the CPU and main storage with store instructions.

The microprogram method of control is used to one or another extent in all YeS
EVM-2 models. Organization of the control storage for microprograms is a ma jor
feature determining the efficiency of CPU operation. In each specific case, it is
selected on the basis of the computer purpose, throughput and structure. From a
physical point of view, control storage for microprograms comes in two varieties:
read-only storage [ROS] and writeable control storage [wcs]. ROS is used only for
reading of information and, as a rule, is faster and simpler for control than WCS.
At the same time, WCS offers additional capabilities for raising CPU efficiency
through continuous improvement of algorithms for executing operations.

Joint Use of Equipment by CPU and Channels. To reduce the total amount of equip-
ment in some models in the Unified System, the principle of so-called integrated
channels has been implemented. It is based on the fact that processing of instruc-
tions in the CPU during program execution and processing of IO operations in a
channel are largely similar and require the same type of both executive and control
assemblies and units. Based on this and on the fact that information exchange be-
tween a channel and an external device takes considerably more time than that for
data exchange between a channel and main storage, it is possible to use a part of
the CPU equipment to perform channel functions. This permits a substantial reduc-
tion in channel equipment and designing it into the CPU. The common equipment is
used primarily by the CPU. After completion by a channel of an exchange of a
routine portion of data with an external device, CPU operation is halted tempor-
arily and the necessary operations for a channel exchange with main storage are
performed. ’

In each specific case, depending‘on the organization of the computational process,
the channels can use various equipment of the CPU, but, as a rule, this equipment
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includes the control storage for the microprograms and the storage control unit
(exchange path). Microprogram control provides for data exchange between the
channels and main storage and organization of processing of control information,
and the microprogram storage unit is used by the channels and .CPU on a time-sharing
principle. In addition, in many cases, the CPU ALU is designated for processing
control information for a channel. Joint use of equipment is provided for by using
hardware~controlled priority circuits that permit transfer of control to a specific
unit only at certain points of the microprogram sequence of the CPU and channels.
Since channel operation can be interrupted upon CPU request, each channel must be
provided with its own address register for storing the current address when control
storage is transferred to the CPU. After transfer of microprogram control to a
channel, it will continue its operation at the address stored in the register.

In the general case, from the viewpoint of equipment used, channel functions are
divided as follows: data is exchanged with IO peripherals under control of channel
hardware in parallel with CPU operation; data exchange between channels and main
storage, as well as processing of control information is performed by CPU facili-
ties under control of microprograms and in this case the CPU is not performing its
own operations.

The principle of integrated channels is used only in the small and sometimes in
medium-size YeS EVM-2 models, since use of this principle in large models is not
warranted because of limitations that it imposes on CPU speed.

2.2. System Control Facilities

CPU system control facilities provide for the set of necessary actions for monitor-
ing system states, specifying modes of operation, protecting programs from destruc-
tion, expeditious linking of hardware facilities together and synchronization of
their operation in time, external intervention, etc. Some of these facilities are
well known from their use in YeS EVM-1 (facilities of direct control, external in-
terrupts, storage protection and initial program loading). A number of new facili-
ties have been introduced in the YeS EVM-2 that raise control capabilities to an
even greater extent:

facilities of extended control and control registers;
facilities for expansion of the system of interrupts;
facilities for program event recording;

facilities providing for monitor programs; and
facilities for time readout.

Extended Control Mode. The PSW defines the status of the computer and controls
operation of hardware and software.

In the YeS EVM-2, there are two control modes that determine the function of the
PSW fields and bits and use of permanently assigned locations in main storage.

Operation of computer hardware while maintaining full program compatibility with
the YeS EVM-1 is defined as the basic control mode (BC mode).
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Operation of the new hardware and software under which additional functions are
performed and greater capabilities emerge is defined as the extended control mode
(EC mode).

The modes are specified by the value in PSW bit 12: O for the BC mode or 1 for the
EC mode.

In the EC mode, the location of certain control fields in the PSW is changed, some
PSW fields have been removed and additional ones introduced. In particular, the
interruption code and the instruction-length code have been assigned permanent
main storage locations, masks for interruptions have been expanded and placed in
the control registers, and additional control fields have been introduced in the
PSW: the program event recording mask and the translation mode.

Table 1 shows the allocation of PSW fields that fully determine the state of.the
computer hardware at a given time.

For the EC mode, PSW bit 1 has been allocated for the program event recording mask,
and bit 5 defines the translation mode. Unused PSW bits in the.EC mode must

contain zeros.

Table 1. Allocation of PSW Bits

PSW Bits

- " Function of PSW Fields BC EC
Channel masks 0-5 0-5 *
10 mask 6 6
External interrupt mask ‘ 7 7
Protection key _ 8-11 8-11
Control ‘mode 12 12
Machine-check mask 13 13

= Wait state 14 14
Problem state 15 15
Interruption code ' 16-31 *k
Instruction-length code » 32-33 ok
Condition code 34-35 18-19
Program mask 36-39 20-23
Instruction address 40-63 40-63

Channel masks are stored in control register 2.

Interruption and instruction-length codes are stored in permanently assigned
locations in main storage.
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Control Registers. Sixteen 32-bit control registers have been provided for stor-
ing additional control information that expands PSW information in the CPU.

Control information is loaded into the registers and their contents stored in main
storage by execution of the instructions LOAD CONTROL and STORE CONTROL.

Control registers support CPU operation in the EC mode, hold the expanded masks for
external interruptions and IO channel interruptions, control information for the
facilities of virtual organization of the system and other new facilities in the
Unified System.

Control register O includes the fields for ccntrol of the block multiplex mode for
the IO channels (bit 0) and control of suppression of set system mask [SSM] (bit 1).
Facilities for organization of multiprocessor systems use the clock synchronization
control field--bit 2 of control register 0, and masks for malfunction alert, emer-
gency signal, external call and clock synchronization check--bits 2, 16-19 of con-
trol register 0. Dynamic address tranaslation facilities use a control field for

_ page and segment size control--bits 8, 9 and 11 of control register 0, as well as
fields for segment table length and segment table address--bits 0-7 and 8-25 of
control register 1.

Channel masks which determine the CPU accessibility for IO interruptions in the BC
mode are stored directly in the PSW (bits 0-5). In the EC mode, these masks are
located in control register 2 (bits 0-31). Control register 8 contains the moni-
tor masks in bits 16-31.

Program event recording facilities contain individual event masks in bits 0-3 and
16-31 of control register 9; the starting and ending addresses of the main storage
area monitored by the recording are stored in bits 8-31 of control registers 10
and. 11.

14 and 15 for their purposes.
Unused bits of control registers and unused registers must contain zeros.

Interrupt System. As a function of the interrupt source and cause, there are six
classes of interrupts: supervisor call, program, external, 10, restart and
machine check.

During execution of the SUPERVISOR CALL instruction, an interrupt signal is gene-
rated whose main purpose is the switching of the CPU from the problem to the super-
visor state. Program interrupts occur when an instruction is executed incorrectly,
and when operands and computer devices are used incorrectly. External interrupts
provide for CPU response to signals from time readout facilities, interrupt signals
from the operator's console and signals from six external sources. Requests for

an IO interrupt come from a channel after completion of an IO operation in’a chan-
nel or external device control unit, as well as after CPU intervention when certain
situations occur in the IO system. The restart interruption is initiated by
activating the restart key on the system console.
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A machine check interruption results from a system malfunction and is calssified
as either hard or soft. A hard interrupt is caused by a nonrecoverable machine
error. A soft interrupt is caused by a recoverable error.

Each class of interrupts has been allocated two fixed locations in main storage.
Stored in the first location is the current PSW transferred from the PSW register
at the instant of interruption. The double word stored in the first location is
called the old PSW. It is stored again in the PSW register after execution of the
interrupt subroutine. Stored in the second location is the new PSW that after
storage of the current status in the first location is transferred to the PSW re-
gister for initialization of the interrupt subroutine. Bits 16-31 of the old PSW
contain an interruption code that specifies the cause or source of the interruption.

With the emergence of the new hardware facilities (dynamic address translation,
program event recording, monitor, multiprocessor systems and new time readout), it
was necessary to introduce new types of interruptsto support the interaction of
this hardware with the software system. This in turn required the development of
control of interrupts through inclusion of masks for the new hardware facilities
in the control registers.

Expansion concerned the class of program interrupts and the class of external in-
terrupts. Program interrupts were introduced in operation of dynamic address
translation facilities associated with use of a segment (interrupt code 10) and a
page (interrupt code 11), as well as with specification during translation (code
12). Interrupts supporting operation of the monitor and program event recording
also pertain to the program class and have codes 40 and 80, respectively.

- Signals of external interrupts were introduced that are associated with operation
of a multiprocessor system (malfunction alert, emergency signal and external call:
interrupt codes 1200, 1201 and 1202, respectively), as well as with operation of
the new time readout facilities (time-of-day clock synchronization check, clock

- comparator and CPU timer: codes 1003, 1004 and 1005). '

In addition to expansion of the interrupt system, with the introduction of the
new hardware facilities the need arose too for storing additional information dur-
ing the interruption. This in turn required new fields in permanently allocated
main storage that were intropduced as well for machine check handling facilities
and recovery facilities.

Table 2 gives the location of the new fields in permanently allocated storage.

Monitoring Facilities. Monitor facilities were introduced for basically two rea-
sons. First, raising the capabilities of the multiprogramming and time sharing
modes required development of facilities that would allow selective storage of
information at a certain time during program execution. ‘Second, there was a re-
quirement for statistics that permit monitoring the course of execution of pro-
grams and analyzing the efficiency of CPU operation. These facilities can be used
to track which programs were executed and at what times, and also how often they
were used. ’

Access to the monitor program that implements execution of the necessary functions
is effected by using interrupts. For these purposes, the special instruction
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Table 2. Assigned Main Storage Locations

Address
hexa-
- decimal decimal Function of field
0 0 restart new PSW
8 8 restart old PSW
18 24 old PSW for external interrupts
20 32 old PSW for supervisor call interrupts
28 40 old PSW for program interrupts
30 48 old PSW for machine check interrupts
38 56 old PSW for IO interrupts
40 64 - channel status word
48 72 channel address word
50 80 interval timer
58 88 new PSW for external interrupts
60 96 new PSW for supervisor call interrupts
68 104 new PSW for program interrupts
70 112 new PSW for machine check interrupts
78 120 new PSW for I0 interrupts
84 132 processor address during external interrupt in EC mode
86 134 external interruption code in EC mode
88 136 instruction-length code and supervisor call interrupt code
in EC mode
8C 140 instruction-length code and program interrupt code in EC mode
90 144 translation exception address during program interrupt in EC
. mode
‘94 148 monitor class number during program interruption due to a
monitor event
96 150 program event recording code during program event interrupt
98 152 address of instruction that caused interrupt for program event
9C 156 monitor code during monitor event interrupt
A8 168 channle ID during execution of STORE CHANNEL ID instruction
AC 172 I0 extended logout address
BO 176 limited channel logout information
B8 184 I0 address during an IO interruption in the EC mode
D8 216 machine check interruption code and expanded information on

the machine check interruption

MONITOR CALL has been introduced that is placed at certain points within the pro-
gram being executed. As soon as program processing reaches this point, the MONITOR
CALL instruction is fetched and a program interrupt occurs that is serviced by the
monitor subroutine.

The MONITOR CALL instruction has the SI format, i.e. the operand is placed directly
in field 12 (bits 8-15). 1In this case, bits 12-15 specify one of the 16 possible
monitor classes, and bits 16-31 (fields Bl and Dl) the monitor code. In essence,

the monitor code performs the role of an interrupt code identifying the function
that must be performed. Within the bounds of each monitoring class, 24-bit addres-
sing can be used that is defined by the monitor code.
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Depending on circumstances, performance of a particular function defined by the
monitor class may be suppressed. For this in bits 16-31 of control register 8 are
stored masks corresponding in ascending order of the numbers to all 16 monitoring
classes. For those monitor classes with a mask bit equal to one, an interrupt is
permitted. If the mask bit is zero, no interrupt is initiated.

During an interrupt, the interrupt code (monitor call) is placed in the old PSW,
and the monitor class and code are placed in permanently allocated main storage
at addresses 148 and 157-159, and in the process, zeros are placed in the bytes
with addresses 149 and 156.

Program Event Recording Facilities. Computer program debugging is a laborious,
but necessary operation that cannot be solved by another method. Therefore, the
availability in the CPU of special facilities that facilitate the process of pro-

- gram debugging and reduce machine time in the process is a mandatory part of
modern computers. In the YeS EVM-2, these facilities include program event record-
ing facilities. Program events to be processed are recorded by using the mecha-
nism of program interrupts. The interrupt code identifies the program events that
cause the interruption.

Program event recording facilities operate only in the EC mode and control infor-
mation for this is stored in control registers 9-11. Bits 0-3 of control register
9 contain the event masks and bits 16-31 contain the general register masks.
Event masks specify which events are monitored and the bits are assigned as

follows: 0 -- successful branch;
1 -- instruction fetch;
2 -- storage alteration; and
3 -- general register alteration.

General register masks specify which general registers are monitored for altera-
tion of their contents. For this, each of the 16 mask bits in ascending order
corresponds to a general register number.

The starting address of the monitored main-storage area is stored in bits 8-31 of
control register 10. The ending address of the monitored main-storage area is
stored in bits 8-31 of control register 11. The starting and ending addresses
specify a storage arca for two events in a program: instruction fetching and
storage alteration. When the starting address is equal to the ending address,
only the location designated by that address is monitored. When the starting ad-
dress is larger than the ending address, the monitored storage area consists of
two zones. One zone covers the area from the starting address to the largest ad-
dress in the system, and the other, from location 0 to the starting address. Thus,
the maximum possible amount of main storage, defined by a 24-bit address, may be
allocated for recording of these events.

During an interrupt caused by program event recording, additional information on
the cause of the interrupt is placed in the permanently allocated storage area
(locations 150-155). The specific event code that caused the interrupt is placed
in bits 0-3 of location 150. The values of these bits correspond exactly to the
values of the event mask bits in bits 0-3 of control register 9. The addresses of
instructions that caused a given event in a program are stored in bits 8-31 of
locations 153-155. Zeros are placed in all other bits of locations 150-155.
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Time readout facilities include the time-of-day clock, CPU timer, clock comparator
and the interval timer.

The time-of-day clock continuously measures elapsed time and is a 52-bit binary
counter, in which information is represented in the form of an unsigned fixed-point
number. The clock is incremented by adding a one in bit position 51 every micro-
second following the rules for unsigned fixed-point arithmetic. A carry into bit
position 0 is ignored, and counting continues from zero on.

The time-of-day clock operates in all CPU states: wait/running, problem/supervisor
and stopped/operating. Its operation is not affected by any operations for CPU and
system reset. Time-of-day [TOD] clock operation can be stopped only by a clock
malfunction, by disconnection of power to the CPU or clock itself and when it is in
the STOPPED state.

The STOPPED state of the TOD clock is set each time before its contents has to be
altered by the SET CLOCK instruction, by which the current number stored in the
counter is replaced by the operand specified by the instruction. Transition from
the STOPPED state to a new state and vice versa is defined by bit 2 of control re-
gister 0. When this bit is one, the TOD clock remains in the STOPPED state. A new
clock value is set by the SET CLOCK instruction only when this bit is zero.

The TOD clock value can be stored in main storage by the instruction STORE CLOCK.
When this instruction, as well as the instruction SET CLOCK, is executed, facili-
ties have been provided to ensure synchronization of clocks when there is more
than one in a multiprocessor system organization.

When it is necessary to cause an external interrupt at a certain TOD clock value,
the clock comparator is used for these purposes. The value specified in a program
is stored in the comparator by the instruction SET CLOCK COMPARATOR; this value is
continuously compared to the TOD clock value. An interrupt signal is generated at
the moment these values coincide. Comparator contents are stored in storage by
the instruction STORE CLOCK COMPARATOR.

The CPU timer provides a means for measuring elapsed CPU time and for causing an
interruption when a prespecified amount of time has elapsed. Just as the TOD clock,
the CPU timer is a binary counter with the same format, except that a one is not
added, but subtracted from the 5lst bit. In the process, bit 0 in the timer coun-
ter is used as the sign of a fixed-point number. A request for a CPU-timer inter-
ruption exists whenever the value in the CPU timer is negative (bit O is one).

When both the CPU timer and TOD clock are running, the stepping rates are synchro-
nized such that both are stepped at the same rate. In contrast to the TOD clock,
the CPU timer does not change its state when the CPU is in the STOPPED state.

.The timer reading can be stored in storage by using the instruction STORE CPU
TIMER. The instruction SET CPU TIMER is used to change the value of the timer.

The interval timer, in association with a program, can serve both as a real-time
clock and as an interval timer. It is in location 80 of main storage. The 32-bit
number is treated as a signed fixed-point number. An interrupt occurs when this
number becomes negative (bit O is one). Interval timer contents are reduced by
one in bit position 23 at 300 cycles per second between the execution of instruc-
tions.
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2.3. Dynamic Address Translation

The multiprogram mode has become the main mode of computer operation. Efficient
use of this mode presupposes the availability of a large amount of main storage as
well as hardware and software facilities for dynamic storage allocation in the pro-
cegss of program processing.

The largest main storage size for the Unified System of Electronic Computers 1is
limited to the address capacity adopted and may be 16M bytes. However, development
of main storage of this size with the required time parameters presents consider-
able technical difficulty. In addition, the size of system, standard and control
programs far exceeds the size of real main storage. Based on this, only active
sections of system programs are in main storage, which restricts the capability of
processing them efficiently. The availability of a large amount of external stor-
age and programming in symbolic addresses with use of the virtual principle makes
it possible to get around this limitation. The programmer appears to have the
maximum permissible amount of main storage and in the process, storage is reallo-
cated for programs dynamically withput programmer participation.

In the YeS EVM-1, used for dynamic storage allocation was the method of base re-
gisters, in which a real address of main storage was formed as the sum of a sym-
bolic address and the base. Base addresses for the various system programs are
stored in register local storage of the CPU.

Dynamic storage allocation using base registers does not have sufficient flexi-

bility since the system program has to be brought into main storage completely,

even if this is not necessary. In addition, any input of a new program requires
- physical reallocation of storage size, which is time-consuming.

The dynamic storage allocation method with page and segment organization is used
in the YeS EVM-2. This method assumes subdividing the entire extent of virtual
storage into blocks called segments and pages. Symbolic (logical) addresses are
translated into real ones by special translation tables. Dynamic address trans-
lation is possible only when operating in the EC mode.

Logical Address Structure. Segments and pages are used as movable blocks of data

in the dynamic address translation mode. A segment may be 64K or 1M byte; a page.
- may be 2K or 4K bytes. Sizes of a segment and a page are controlled by the values
of bits 11,12 and 8,9 respectively of control register 0. Data in each block are
addressed by sequential logical addresses. A logical address consists of a page
index (number) field, a segment index (number) field and a byte index field (dis-
placement within a page). Fig. 4 shows the formats of the logical address for
the different segment and page sizes.

To translate the logical into real addresses, translation tables are used for seg-
ments and pages. These tables reside in main storage and determine the current
allocation of storage actually installed. The address and length of the segment
table are defined by the appropriate bits of control register 1. The entry
fetched from the segment table. designates the length, availability and origin of
the corresponding page table. The entry fetched from the page table indiecates the
availability of the page and contains the high-order bits of the real address. A
zero value in the availability bits cortained in the entries of the segment and
page tables indicates the given entry is available for use.
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Fig. 4. Formats of the logical address Fig. 5. Diagram of dynamic address
translation process

Key: Key: .

1. segment index 1. control register 1

2. page index 2. logical address

3. byte index 3. segment index

4. for 64K-byte segments and 4. page index
4K-byte pages 5. byte index

5. for 64K-byte segments and 6. displacement
2K-byte pages 7. segment table

6. for 1lM-byte segments and 8. page table
4K-byte pages 9. translation-lookaside buffer

7. for 1M-byte segments and 10. real address

2K-byte pages

Translation. The translation process (fig. 5) is as follows: The segment-index
portion cf the logical address is used to select an entry from the segment table,
the starting address and length of which are specified by the contente of control
- register 1. This entry designates the page table to be used. The page-index por-
tion of the logical address is used to select an entry from the page table. This
entry contains the high-order bits of the real address. The byte-index field of
the logical address is used for the low-order bit positions of the real address.

A translation buffer is used to speed up the translation process. Capacity and
sizes of the translation buffer are model-dependent parameters. The tranelastion
- buffer includes the high-order portion of the logical addresses and their
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corresponding real addresses, by which the CPU accesses main storage. Thus, con-
sidering that the CPU accesses main storage usually by sequential addresses and
with a high probability within the bounds of one page, table entries are fetched
from main storage only once. The information obtained in the first reference sub-
sequently remains in the buffer, and all subsequent references to storage that

use translation table entries from the same area of storage are performed by using
the buffer. Buffer size ranges from 8 words for the YeS-1035 to 128 words for the
YeS-1060 model.

There are certain conditions under which information may be placed in the buffer
and used for dynamic address translation. The concepts of a valid, attached and
active entry are introduced. An entry is valid when the segment or page valid bit

- in this entry is zero. A segment table entry is attached when the dynamic address
translation mode is specified, the entry is within the segment table designated by
control register 1, and it is designated by a logical address with regard to seg-
ment size. A page-table entry is attached when it is within the page table desig-
nated by the page table address and page table length in an attached and valid seg-
ment table entry. An entry is active when it may remain recorded in the transla-
tion buffer. An entry may be placed in the buffer when it is valid and attached.
Information on the state of translation table entries and their use is given in
table 3.

Table 3. Use of Translation Tables

State of table entry: Can copy Can table Can table Can buffer

of entry entry be entry be copy be
- be in fetched for used for fetched for
active attached wvalid buffer? translation? translation? translation?

yes ' yes yes yes yes yes yes

yes ‘yes no yes yes no yes

yes no yes yes no no no

yes no no yes no no no

no yes no no yes no no

no no yes no no no no

no no no no no no no

For efficient processing of the algorithm for page replacement in main storage,
two types of recording are used: recording of references to a main storage block
location during storing or fetching of data, and recording of changes which re-
flects information on which pages in main storage had data stored in them.

In the dynamic address translation mode, the storage protection key code is exten-
ded with two additional bits. The reference bit is set to one each time a loca-
tion in the corresponding storage block is referred to either for storing or fetch-
ing of information. The change bit is set to one each time information is stored
in the corresponding storage block.

Reference and change recording takes place for both CFU and IO channel accesses

for 2048-byte blocks and does not depend onpage size invoked.
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2.4. Microprogram Control

Selection of the CPU control method is governed by the CPU operating cycle, com-
plexity of processing and control algorithms, and control method efficiency.

Until recently, the microprogram method of control was not widespread in high-
throughput machines. This was because this method had a number of shortcomings,
the most important of which were reduction in machine throughput and the high cost
of microprogram development. Therefore, as a rule, the hardware method of control
that permitted achieving a given level of speed was used in high-speed machines,
including the large models of the YeS EVM-1.

The situation has changed sharply in recent years. Microprogram control began to
be used extensively in designing high-throughput computers. This interest in
microprogramming was caused by the development of the technology of the micro-
element base, the expansion of the computer instruction set and the considerably
greater capabilities offered by this method compared to the hardware.

The emergence of large-scale integrated semiconductor circuits with a low level of
delay made it possible to develop control storage, the parameters of which made it
possible to substantially reduce the effect of microprogramming on computer
throughput.

A study of CPU control methods revealed the dependence of their efficiency on the

size of the instruction set used in operations. An evaluation of the composition

of the instructions in the YeS EVM shows that the microprogram method is more

efficient. It is evident that CPU effectiveness will grow with extensions of the
- composition of instructions and functions of the CPU. However, in building con-
trol circuits for the individual units in the CPU, a large role begins to be
played by the factor of speed of the corntrol circuit and complexity of algorithms.
Indeed, performed for high-throughput computers in one CPU cycle simultaneously
are resolving the priority of the many requests from CPU units and channels,
checking the key for storage protection and accessing independent blocks of main
storage, translating logical addresses, fetching from buffer storage and other
operations.

Complex algorithms, on the one hand, can be more economically implemented with
microprogram control, but on the other hand, these algorithms have a large number
of branching conditions, which complicates the microinstruction addressing scheme
and in the final analysis both the cycle itself and the number of cycles in the
algorithm are increased. In this case, a compromise is required, which leads to
a mixed hardware-microprogram method of control.

It is most efficient to use microprogram control in CPU executive units, in which
ére implemented multicycle algorithms having a large number of linear sections
and a limited number of branching conditions. Based on this, small models have
primarily microprogram control in all CPU units, while CPU's in the large models
use it mainly in the executive units.

The advantages of the microprogram method of control compared to the hardware
from the point of view of raising CPU efficiency and organization of maintenance
- are expressed in the following:
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with microprogram implementation, the structure of the control circuit is more
regular, hardware facilities are used more economically, and the level of unifica-
tion of individual assemblies is raised, which leads to simplification and reduc-
tion in cost of equipment;

microprogram control permits developing a system of microdiagnostic tests to
automatically search for malfunctions; and

the control algorithms are documented more simply and clearly, which supports sim-
- plicity in training service personnel and facility in CPU operation.

The structure of the microprogram control unit (MPU) is governed by three factors:
the principle of construction of control storage, the structure of the microinstruc-
tion and the method of generating the address of the following microinstruction.

Control storage for a microprogram control unit comes in two types: read-only and

writable. Read-only storage is implemented on the basis of modules or integrated

circuits of semiconductor programmable storage (IS PPZU). Special programming de-

vices are used to program the storage when the CPU is manufactured. The informa-

tion in the programmable read-only memory is preserved under all conditions of CPU
- operation, even when power is disconnected.

Writable storage is implemented on the basis of integrated circuits of high-speed
storage (0ZU). The user loads information into this storage unit from external
media each time power is switched on to the CPU. In the YeS EVM, cassette recorders
are used to hold files of microprograms. Microprograms are replaced or changed by
replacing the cassettes which are prepared at the computer manufacturing plant.

All YeS EVM-2 models are oriented to using writable storage of microprograms, since
it has invaluable advantages in optimizing algorithms for operations and developing
a dynamic system of microprogramming.

Microprogramming with the use of writable storage of microprograms has important
advantages in debugging prototypes and makes possible raising the efficiency of
machines in series production and operating at a using installation thanks to the
introduction of new software that makes use of the extended set of instructions and
new CPU functions. The latter is very important in selecting the method for imple-
mentation of the control circuits. This is in connection with the observed trend of
reducing time spent on the work of the operating system by "integrating' some fre-
quently used subroutines and operating system modules into the hardware. Such in-
tegration can be performed only when the CPU functional capabilities are extended,
i.e. when the control circuit algorithms are updated, which is easily done by
changing the contents of control storage.

The main characteristics of control storage are fetch time, word width and number
of words. Memories with a capacity to 4K words, width to 144 bits and fetch time
to 60 ns are used in the Unified System of Electronic Computers.

The width of a word of control storage is governed by the type of coding of the

sets of microoperations and by the method of generating the address of the next
microinstruction.
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Functional as well as instruction-oriented coding is used in coding the micro-
operations. Functional or field coding presupposes the presence in the operation
part of individual fields that contain sets of compatible microorders that control
the various functional parts of the processor that permit parallel operation of
them. Usually in the composition of the fields there is a field that includes the
immediate operand or instruction that can be used for settingu certain registers.
Fig. 6 shows an example of such a microinstruction. Control signals are generated
by decoding of the fields. Field size is from 1 to 4-5 bits which permits coding
from 1 to 32 microorders.

G @] .. |senssant

() (2) (3)
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) . 0 70 J0 3
Ehed |

Fig. 6. Microinstruction with Fig. 7. Microinstruction with

functional coding ‘instruction-oriented coding
- Key: Key:
1. RA -~ field that controls 1. KOP -- operation code
.reception into register A 2. Adr 1 -- address 1
2. RB -- field that controls 3. Adr 2 -- address 2

reception into register B
3. 8SM -- adder function control
field i
4, DSh -- decoder

With instruction-oriented coding, the microinstruction, just as a nominal instruc-
tion, contains the operation code field, fields in which addresses of registers or
processor functional assemblies are specified, and fields containing additional
control information (fig. 7).

A comparison of these two methods shows that outlays for equipment and time for
generating control signals with instruction-oriented coding are greater than that
with functional coding, although the width of the microinstruction is smaller.

Instruction-oriented microprogramming lends itself more easily to automation of de-
- sign of microprograms. With this method, the microprogram can be written by a pro-
grammer who has a formal description of the microinstructions. Although functional
coding is considerably more complex and requires detailed knowledge of all proces-
sor assemblies for writing the microprograms, in this case, more efficient micro-
programs are obtained in terms of time of execution and number of microimstructions.
Functional coding is intended primarily for the large models in the Unified System.

Two methods of addressing, natural and compulsory, are used to generate the address
of the next microinstruction.
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Fig. 8. Time chart of operation of Fig. 9. Diagram of microprogram
control storage control of processor
- Key: Key:
1. FA -- microinstruction address 1. FA - microinstruction address
generation generation
2. VYB - fetch from control 2. DSh - decoding of microorders
. storage
3. DSh - decoding of microorders
4. VYP - execution of operations

The compulsory addressing method presupposes that each microinstruction contains

the base address of the next microinstruction to be executed and the fields ‘that

define the conditions that.affect a change of the base address. Thus, all condi-
tions for microprogram transfer are specified in the microinstruction. '

The natural addressing method presupposes that after execution of the microinstruc-
tion with address A, the microinstruction with address A + 1 will be executed,

which eliminates the need for microinstruction addressing fields within the micro-
instruction. But used in the process in the microprogram in addition to operation
microinstructions are those of the control type that contain only fields for effect-
ing microprogram transfer. This causes complication of the microinstruction decod-
ing circuit and extension of the microprogram, although the length of a microin-
struction is shortened. Since this method of microprogramming is similar to de-
signing ordinary programs, natural addressing is often used with instruction-
oriented coding.

Various methods are employed to raise the speed of operation of a microprogram con-
trol unit. The unit operating cycle consists of four phases: microinstruction
address generation (FA), fetch from control storage (VYB), decoding of microorders
(DSh) and execution of operations (VYP) (fig. 8). Usually, the operation execution
phase coincides with the address generation, fetch and decoding phases.

Thus, with proper selection of relations of times of operation of executive units
and microprogram control, the processor cycle can be shortened.and is governed
usually by the operation of the control circuits. The cycle can be shortened fur-
ther by reducing address generation time or eliminating it from the operating cycle.
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For example, if the branching in the microprogram can be in no more than four direc-
tions, then a method is used in which the four words are fetched at once from con-
trol storage, starting at the word specified by the base address, and the final
fetch of one of the four words is effected according to the transfer conditions
generated simultaneously with the fetch of the microinstruction (fig. 9).

The time for the microorder decoding phase can be reduced by using for critical
purposes control fields with direct coding, when each bit of a field is directly a
control signal.

2.5. Principles of Organization of Array Processor

An array processor (MP) is a supplemental, specialized porocessor connected to a
main computer instead of one of the IO channels or directly as an operating resource.
Standard YeS 0S channel programs are used in the first case to organize communica-
tion with an array processor; the second case requires a special supplement to the
YeS EVM software.

The main operations executable in an array processor include correlation,* convolu-
tion, vector, scalar and matrix multiplication, translation of fixed-point to
floating~point format and the functions of indexing, counting, fetching and storing
of input and output data. Operations are performed in the arithmetic unit of the
array processor. Iwo buffers with a capacity of 32 words each are used to match
the rates of operation of computer main storage and the arithmetic unit in the
array processor during iterative operations. These buffers are used to hold both
input data and the result. The basic arithmetic function executable in the array
processor is the function UX+Y with data having the short floating-point format.
Fixed-point numbers the length of a halfword may also be used as input data in the
array processor; prior to processing, they are translated to floating-point format
in the arithmetic unit.:

As mentioned earlier, the array processor is considered as one of the selector chan-
nels, connectable to the main processor and main storage in the computer. Such
organization permits simultaneous data processing in the main and array processors.

Four IO instructions, SIO, TIO, HIO and TCH, can initialize operation of the array
processor. Each instruction contains a channel address and an external device
address for identification of the array processor. In the process, the channel

- addrese (bits 16-23 of the instruction) must contain the code 3 and the external
device address (bits 24-31) is arbitrary. The external device address code 01 (hex-
adecimal) is intended for initializing special diagnostic operations. Upon comple-
tion of execution of an IO instruction, one of four values of a condition code (00,
01, 10, 11) is issued to the processor. The array processor priority for access to

_ main storage is higher than that of the processor and lower than that of a channel.
Table 4 gives the condition code values and state of the array processor in the
various modes when IO instructions are executed.

Just as the IO channels, the array processor fetches from main storage the channel
address word (ASK), then the channel command word (USK) and generates the channel
status word. Control information for data (USO--operand control word) is fetched

for executing matrix operations in the array processor. Operand control word for-
- mat is shown in fig. 10.
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Table 4. Condition codes and array processor states
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Fig. 10. Format of operand control word
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Specification of bits 0-7 of the byte format field is shown in table 5.

Table 5
Used for control word
State of operand
Bits Function 0 1 Y X U
0 data format floating-point fixed-point + + +
1 used only for data in + + +
fixed-point data complement code
2 data quantity + + +
3 operation algebraic absolute + + +
addition subtraction-
4 stack control without stack with stack + - -
5 not used
- 6 not used
7 not used

Bits 8-31 contain the address of the first element in the matrix. This address-
must correspond to the data type, i.e. integral boundaries of storage data (word or
halfword).

Bits 32-47 include a halfword with fixed point and are used as the index for addres-
sing the current byte in main storage. Both positive and negative index values are
possible. Bits 48-63 contain the quantity defining the number of operands in the
matrix, considered as a 16-bit positive number.

‘Three types of operations may be executed in the array processor: vector, scalar
and matrix. Examples of executable operations are given below.

Vector move operation with translation into floating-point format (VMC). This
operation may be shown by the following expression:
Y, € X, for i = 1, 2, ..., n, where n = min (CTY, CTX) and Yi =0 for i =
n+1l, ..., CTY, if CTY > CTX; here and from now on the symbol &= denotes

putting one variable into the place of another; CTY, CTX and CTU is the value of
the count field in the operand control words for Y, X and U, respectively;
min (a, b) and max (a, b) is the minimum and maximum values of quantities a and

b; and -
EY} is the supplementary operand. .

'Thus, vector operand X is put into the place of vector operand Y in main storage.

If the dimension of vector X is less than the dimension of vector Y, then the com-

ponents of vector Y, for which i n, are replaced by zeros.

. In the process of executing the operation, operand X is translated into floating-
’ point format.
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Vector move operation with translation into fixed-point format (VFX). This
operation is described by the expression:

Sy=X, - X,— X,
Sy=X,- X, +S,
Vi« 1S+ UXyfor i=1, ..., n, where
" n=min(CTY, CTU)
and Y, +0for i(n41)to CTY, if. CTY>CTU

A

In the process of executing the operation, floating-point numbers are translated
into fixed-point format. For this, bits 8-22 of the floating-poirit number are put
into bits 1-15 of the fixed-point field, and the zero bit is reserved for the sign
if bit 8 equals 1, otherwise bits 9-23 are put into bits 0-15 if bit 8 of the
original number equals 0. The factors Xl X and X3 are used to extend the pre-
cision during translation of the formats.

Element-by-element multiplication of vectors (VEM). This operation may be
described by the expression:

- Vi<V 4 U "X, for i=1,2, ..., n,
where n=min(CTY, CTX, CTU) -
and' Y,«-|Y,) for i=n+1toCTY, if
CTY S min (CTX, CTU)

-

In this operation, the components of vector U are multiplied by the corresponding
components of vector X, and the elements of the product are added to the correspon-
ding components of vector Y. The result is moved into the location of vector Y.

Element-by-clement addition of vectors (VES). The operation is described by the
expression: .

Yie=Ui-+ X, for i==1, ..., n, where
n=min(CTY, CTX, CTU) |
and Y, « U;-{-0for i from (-} 1) to min(CTY, CTU), if:.
min (CTY, CTU)> CTX ‘
and Y, « X, for i gron (n-+1) to min(CTY, CTX),
4 min (CTY, CTX)> GTU
and Y,«O for { from max (CTX, CTU)-|-1 to CTY, if
CTY > max (CTX, CTU)
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Scalar Multiplication (SMY). The operation is described by the expression:

Yo~V +U- Xpfor i+1,2, ..., 0, where
n=min'(CTY, CTX)"*
and Y+« Y, for i from (n4-1) to CTY, if
o CTY > CTX
In this operation, the components of vector X are multiplied by the scalar U.

The result is put into the location of vector Y.

Sum of Squares (85Q). This operation is represented by the expression:

. YV ﬁ|x,(){,), ,

1=
where n = CTX,
Sum of Vector Elements (SVE). For this operation,

n
Y« lY"|'E Xh
1+
where . n=CTX,
Partial Matrix Multiplication (PMM). This operation may be represented by the
expression:

n . '
Yy« (V) + 3 X;Uunpyy tori=1,2, ..., m, where
e

m=CTY, n=CTX and
p — _index of U-Sperand control word
number of “byté&s in operand U

The Y operand control word specifies a row of matrix Y. CTY defines the number of
elements both in a row of matrix U and in a row of matrix Y.

The X operand control word specifies a series of matrix Y.

The U operand control word specifies the matrix U. The value of CTU is ignored
since CTY defines the number of elements in a row of the matrix, and CTX the num-
ber of elements in a column of the matrix. The value of the index in the U
operand control word defines the number of bytes between the sequential elements
in a row of the matrix. For clarity, the structure of the data array is given
below: .

“UWUppt oo Unppan™

U,Up}-z Ump-—n+2

[X:Xs. .. X, | : ' e —[Y1Ys... Yl

.._UIIU”""' U”’;’—I"*"'—‘

The first component of the result is V,=(V,}+X\U,-X,U, + 4 XaUn.
The remaining components are computed similarly.
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Multiple Convolution (CVM). This operation is described by the expression:

" n . t
Y, Y} + EU,—-X1|./_| for i=1, 2, ..., m, where
i
) " n=CTU and m<—mhﬂC1Y CTX)
. ‘and- Y1+ Vil for { from m+41g, CTY, if -
C'IY>C'IX »
Functional Structure of the Array frocessor. In one of the possible methods for
functional organization, the array processor is divided into two units: the

control (fig. 11) and the arithmetic (fig. 12). Each is functionally independent
of the other and they are controlled by two synchronous microprograms.

.
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Fig. 11. Diagram of array processor control unit

Key:
1. 1input interface 9. register B
2. address interface 10. channel status word bus
3. output interface 11. from XY buffer
4. register A 12. register XY
5. indexing unit 13. register U
6. counting unit 14. result register
7. format register 15. XY bus (to arithmetic unit)
8. output format translator 16. U bus

17. input format translator
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The control unit is intended for:

receiving and processing channel instructions;

reading control words from OP [main storagel;

reading source data from main storage and storing computation results in main
storage;

performing translation of data formats; and

writing the SSK [channel status word] and logout information during normal and ab-
normal end of execution of current operation, respectively,

The control unit consists of input and intermediate registers A and B. input and

output data format translators, unit for signals, unit for generation of and output

registers for U and XY addresses, and format register.

Fig. lZ.

Key:
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4.
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6.
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8.
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The A register is intended for receiving data and control information from main stor-
age. Input datz is sent to the arithmetic unit and results are written to main
storage through the B register. The format register holds information on the format
of data used in calculating. ‘'The format translators translate input and output
information from fixed-point to floating-point format and vice versa. The U regis-
ter is intended for receiving input data from the format translation unit and then
moving it into the arithmetic unit. The XY register performs the functions of re-
ceiving and buffering the input operand. The indexing and counting units generate
operand addresses and count the vector elements based on control information
specified in the channel command word.

) The arithmetic unit is used to perform arithmetic operations on data and consists
- of two buffer memories (BX and BY), buffer register U, multiplication and addition
units and an output result register.

Information is entered into registers XY and U for processing through the A and B
registers. ’

The X and Y operands are entered into the corresponding buffercs with a capacity of
64 words of 82 bits each. The U operand is not buffered, but used as the multiplier.
The arithmetic part of the unit consists of three stages. In the first stage, the
mantissas of operands X and Y are multiplied and the difference of the exponents of
the numbers XU and Y computed; in the second, the mantissas are aligned and added;
and in the third, the result is normalized and the final charactrristic computed.

The result is stored in buffer Y and is sent through the result register to computer
main storage. Using the array processor makes it possible to raise computer
throughput 5-fold to 30-fold when suitable specialized problems are being solved.

Chapter 3. Organization of Data Storage

The hierarchical structure of computer storage systems has two basic levels--
external and main storage, whose main characteristics are informationaccess time and
capacity. External storage, as a rule, is implemented with magnetic tapes and disks.

Depending on the unit, its capacity ranges from lO2 to 104 megabytes, while access
time varies approximately from :

105 to lO2 microseconds. Main storage in computers in the Unified System has a
capacity from 64K bytes to 16M bytes with an access time of about 1 microsecond.

This chapter covers organization of main storage which has a substantial effect on
the efficiency of the entire computer system. This is determined not only by the
increase in internal computer throughput, but also to a considerable extent by the
fact that for organization of its operation, an ever growing importance is being
assumed by the software system, in the develcpment of which are required an ever

larger size of main storage and considerable time on realization of control func-
tions.

Jn turn, main storage parameters are determined by the physical medium used as the
storage medium and by the structure of organization of data storage. Main storage
parameters are also affected by the design and technolcgical solutions adopted.
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3.1. Development of Main Storage Units

FPerrite cores and semiconductor circuits with a high degree of integration are

used as storage media (or memory elements) in main storage units in the Unified
System of Electronic Computers. In the YeS EVM-2, storage units have varied funce
tions and are oriented to using integrated circuits. But for economic and through-
put reasons, this does not exclude the use of ferrite core storage.

Ferrite Core Storage. In developing main storage for the YeS EVM-2, ferrite cores
were used that had been developed for the YeS EVM-1 with practically no major
change in characteristics. In the process, thanks to the use of a more modern
element base in the electronic framework circuits and more progressive design and
technological solutions, a considerable decrease was achieved in design dimensions
of storage calculating on information capacity. At the same time, the basic
operating characteristics of storage were improved.

Serving as an example is the YeS5-3206 main storage unit with ferrite cores that
was developed for the YeS-1060 computer and which uses the same cores employed in
the development of the YeS-3203 and YeS-3205 units for the YeS-1030 and YeS-1050

© computers, respectively. Used in the YeS-3206 unit are structurally complete,
interchangeable modules of storage with a size of 64K bytes, that contain ferrite
matrices and electronic framework circuits. This has made possible a fourfold in-
crease in information density compared to the YeS-3203 and YeS-3205 units. In
addition, equipment bulk was cut in half as a result of using newly developed
power supplies. Thus, equipment bulk of the YeS-3206 is one-eighth that of the
YeS-3203 and YeS3205 units while main storage capacity is identical.

" Ferrite cores 3VT with an external core diameter of 0.8 mm and 5VT with an external
core diameter of 0.6 mm have received the most use. For these cores, real cycle
time of the storage unite (ZU) is 1.2-2.0 microseconds. With that, access time
ranges from 0.5 to 1.0 microsecond. Used in practically all ferrite core main
storage is access by circuit 2.5D, which is more economical in equipment than ci-
cuit 2D and has higher speed and noise immunity than circuit 3D.

Integrated Circuit Storage. Using TTL (triocde-transistor logic) semiconductor me-
mory microciruits was begun in the YeS EVM-1. These circuits have an information
capacity of 16, 32 and 64 bits per package, access time of 100-200 ns, and a cycle
of 1 microsecond or more.

In developing the YeS EVM-2, integrated circuit storage units have received further
development and extensive application as memories for various purposes, which is
due primarily to the improvement in characteristics of memory microciruits.

For the most part, integrated circuits (IC) with a storage capacity of 4K and 16K
bits have found application in Unified System main storage units. Storage IC's
with information capacity of 4K bits have an access time of 200 ns and a cycle

time of 400 ns. The 16K-bit storage IC's have an access time of 250 ns and cycle
time of 400 ns. These storage IC's are the dynamic type, the essential shortcoming
of which is the necessity of periodic refresh of the stored information to prevent
loss of it. This leads to either the asynchronous mode of main storage operation
with the CPU or to a relative increase (true, insignificant) in main storage cycle
time. The latter occurs when the standard refresh interval has been provided for
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in the main storage cycle. However, the use of dynamic IC's for storage is war-
ranted by their information capacity, which is several fold greater than that of
static circuits.

In internal storage for YeS EVM-2 processors (microprogram storage, buffer storage,
address matrix, general-purpose registers, etc.), three static, high-speed, ECL
(emitter-coupled logic) type IC's are used: with an information capacity of 64
bits, access time of 15 ns and write time of 10 ns; with an information cepacity
of 256 bits, access time of 40 ns and write time of 30 ns; and with an information
capacity of 1024 bits, access time of 50-60 ns and write time of 40 ns.

Storage IC characteristics determine their role in implementing computer storage.
Thus, high-speed IC's with small information capacity are used in developing inter-
nal processor storage. Circuits with high information capacity and slow speed are,
as a rule, used in developing main storage units.

A characteristic feature of all types of IC storage units, in contrast to ferrite
core storage, is their dependence on power, i.e. information in them is lost when
the power supply is interrupted. But the capability of keeping information in
main storage still does not solve all the problems in recovering the computational
process after a power interruption. This is connected with the fact that control
information kept in the internal processor registers is lost when power is inter-
rupted and the operating system cannot continue computations without it. In con-
nection with this, additional measures have be to provided for to preserve infor-
mation in any type of storage. The main ones are:

generation of a signal in advance of a full drop in voltage from power mains to
halt the processor and lockout main storage, as well as to switch to reserve power;

maintenance of electric voltage for the time needed to copy information required
for recovery of the computing process onto external media; and

recovery of control information in a computer after power is switched on that per-
mits continuing execution of a program from the point of interruption or from a
checkpoint.

With the emergence of storage IC's, the possibility emerged for solving the prob-

lem of designing main storage units in a new way. In this case, the storage units

are designed at the level of development of logic assemblies, since the design is

built by employing standard solutions: storage TEZ [standard exchange card];

panels and racks. This also makes it possible to make use of the entire apparatus
- for design automation that had been developed sarlier to design logic units.

Using semiconductor circuits in main storage units has made it possible to raise
further the information capacity of storage per unit of design volume. The main
storage units made with 16K-IC's developed in a package for the YeS EVM-2 have a
capacity of 8M bytes in the standard rack together with the power supply. With
further integration of semiconductor storage circuits, the possibility is emerging
of placing 8M-16M-byte main storage in ene-two standard processor panels.

The storage IC's listed above are not the final composition of circuits. The ef-
fort underway now on developing new microciruits and the results obtained from it

are making it possible to plan on using in the Unified System of Fiectronic Compu-
ters in the near future storage IC's with information capacity increased several
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- fold. The development of IC technology practically has no limitations, in connec-
tion with which this direction is very promising for both the YeS EVM-2 and in fur-
ther development of the Unified System. This does not exclude development of
storage elements and units with other physical principles. In the near future, one
should expect development of different types of storage with storage and speed
characteristics better than those available now.

It is necessary to note that the same storage elements, modules and units as a

wholée, developed within the framework of the Unified System, are finding applica-
tion in various models, which substantially raises the effectiveness of developing
them. :

3.2. Organization of Main Storage

Various means of organizing operation with main storage are used in the various
models of the YeS EVM-2 as a function of their parameters. In the general case,
to reduce the dependence of operation of the CPU and IO channels on the time para-
meters of main storage, and to reduce their mutual effect on each other, the
following facilities are provided for in the structure of the YeS EVM-2:

high-speed main storage buffer;
channel buffer; and

interleaving of main storage.

Efficiency of Buffer Storage. The main storage buffer has a relatively small ca-
pacity (8K-64K bytes as a function of model throughput) with a short cycle time
(40-100 ns) that permits reference to data at the CPU operating rate. Buffer stor-
age is inaccessible to the programmer in the sense that it is not taken into ac-
count in programming and the programmer need not be aware of its existence. It is
usually placed in the CPU and its operation is supported by hardware control
facilities.

The expediency of introducing buffer storage lies in reducing the effective time
of access to information kept in storage.

Effective access time is defined by the following expression:

Tef=Tb- P+T8 (1 -p)

- where 'I‘e is effective access time; Tb is buffer storage cycle time;

f
'I‘s is main storage cycle time; and P is the probability of reference to buffer

storage (probability of finding the requested information in buffer storage).

The probability of finding requested information in buffer storage is a function of
its capacity and the size of the data block exchanged between main and buffer stor-
age. The latter parameter, although not so eveident, also affects the average fre-
quency of processing requests from the CPU. For example, if the buffer and main
‘storage exchange a unit of information (one instruction or one operand), probabili-
ty of reference to main storage declines after the buffer is full just through re-
peated use of the same information in the section of the program located in the
buffer. If the buffer and main storage exchange blocks (several instructions or
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operands), probability of reference to main storage declines even more through the
capability of organizing prefetching in this case. The size of the block exchanged
depends on the specific time parameters of the CPU, buffer and main storage and.is
usually selected as equal to 16, 32, 64 or 128 bytes. '

Thus, the basic parameters of buffer storage that determine effective time of ac-
cess to main storage are capacity, cycle time and size of data block exchanged
between main storage and the buffer.

_ Since cycle time is a constant quantity determined by storage element speed, the
effectiveness of using buffer storage in many respects depends on the proper
selection of its capacity and size of the block exchanged. .

In the ideal case, buffer storage capacity would be such that all information for
which storage references are made is located in buffer storage. In this case, pro-
bability of reference to buffer storage is one and effetive time of access to main
storage equals buffer storage cycle time. But in an actual system, probability of

- reference to buffer storage does not equal one and varies as a function of buffer
storage parameters, while adhering to a law close to the exponential. With any ex-
change block size, probability of reference to buffer storage increases as its ca-

- pacity increases. With a given buffer storage capacity, as exchange block size in-
creases, probability of reference to buffer storage increases at first, but then
declines singe the number of independent data blocks that can be placed in buffer
storage becomes too small. Buffer storage capacity has the strongest effect on
this relationship. Large-capacity buffer storage provides the highest frequency of
processing of CPU requests even with large sizes of the exchange block, while small
capacity buffer storage completely loses efficiency. To achieve maximum efficiency
in using buffer storage, its parameters must be mutually coordinated. In this
cagse, probability of reference to buffer storage is 0.89-0.95, i.e. effective time
of access to main storage is about equal to buffer storage cycle time.
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Fig. 13, Effective time of access to main storage as a function of buffer
storage capacity
Key:
_ 1. effective access time, ns 3. buffer storage capacity, kilobytes
2. bytes

Shown in fig. 13 is the effective time of access to main storage as a function of
buffer storage capacity for the different sizes of data exchaneg blocks. In this

case, buffer storage cycle time is 160 ns, and main storage cycle time is 2 micro-
seconds. 51
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Structure of Buffer Storage. This storage is intended for storing individual,
most frequently used sections of a program and for organizing rapid access to it

by the CPU.
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- Fig. 14. - Diagram of location of information in buffer storage

Key:
*k
address 1, 2, 3 and 4 comparator circuits 1, 2, 3 and 4

Buffer storage structure and a diagram of the location of information in it are
shown in fig. 14. Buffer storage capacity is 8K bytes, exchange block size is 32
bytes, and the main and buffer storage access width is 8 bytes.

The entire extent of main storage is conventionally divided into individual data
blocks along the horizontal and vertical. Data located along the horizontal form
a row of information blocks with a total size of 2048 bytes, while that along the
vertical form columns of information blocks.

The number of rows depends on main storage size. Thus, with 8M bytes, main storage
has 4096 rows. The number of columns is fixed at 64. As a result of this subdi-
vision, each row has 64 information blocks of main etorage. Each block has 32
bytes or four doublewords of data located in main storage by sequential addresses.
Data i{s exchanged between main and buffer storage by these information blocks.
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Just as main storage, the buffer is divided into information blocks along the hori-
zontal and vertical. The number of rows in buffer storage is fixed at four and
from now on we shall call them quadrants. Just as main storage, the buffer has 64
columns. Thus, buffer storage has 256 information blocks of 32 bytes each.

Any information block can be placed from main storage into one of the four quad-
rants of the corresponding buffer column. If the buffer has a different capacity
and exchange block size, the number of rows and columns of data blocks may vary,
but the principle of mapping main storage information into the buffer remains the
same .

The buffer storage is managed with an address array and a replacement array. The
address array is divided into columns and quadrants in precisely the same way as

- buffer storage. The address array holds the addresses of the main storage informa-
tion blocks that are contained in the buffer storage. Thus, the array holds 256
addresses, one for each buffer storage information block.

The address structure is as follows: the address‘of the corresponding main storage

row and four presence bits. The address of the column of the address array and the

address of the main storage row recorded in this column uniquely specify the ad-

dress of the information placed in the buffer from main storage. The four presence

bits specify the storage in the buffer of the corresponding doublewords within the
- bounds of a specific information block.

Each column in the address array is assigned a six-bit string from the replacement
array called the activity list. The state of the bits in this list specifies the
information block in the buffer with minimum activity, i.e. the block at the bottom
of the list. This information block is subject to replacement when new data has to
be brought in from main storage.

In accordance with the division of main and buffer storage into rows, quadrants and
columns, the 24-bit address used to reference main storage is conventionally
divided into four fields (table 6).

Table 6
Field Address
Number Bits Function
1 0-12 specify main storage row address
2 13-18 specify address of column of the address array, buffer and main
storage
3 19-20 specify the number of the doubleword within the bounds of the

32-byte information block
4 21-23 specify the number of the byte within the doubleword

The process of information block exchange between main and buffer storage occurs
the following way.

When the CPU requests a unit of data from main storage, the address of the column
(bits 13-18) of the address array is used in a simyltaneous reading of the
53
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corresponding four main storage row addresses (one from each quadrant). These
addresses are compared to the main storage row address specified by the reference
address (bits 0-12). If there is no match, this means the requested information
block is not in the buffer and must be read from main storage. In this case, four
logical blocks of storage are sent sequentially at the rate of the machine cycle
(the principle of interleaving of storage is used) and a doubleword of data is se-
lected from each block. The entire group (information block) is put into the buf-
fer, and the doubleword specified by bits 19-20 of the reference address is also
sent to the CPU. The information block read from main storage is put into the buf-
fer storage column specified by bits 13-18 of the reference address.

If the requested information is in the buffer (a match occurred), the doubleword of
data is fetched from the buffer and sent to the CPU. In the process, the address
of the buffer storage cell is specified the following way: the quadrant address is
specified by the signal from the corresponding comparator circuit, the column ad-
dress by bits 13-18 and the doubleword address by bits 19-20 of the reference
address.

If the CPU is referenced to store data in main storage in an information block that
is in the buffer, both main and buffer storage are updated accordingly.

Buffer storage contains an exact copy of the data put into the corresponding main
storage information blocks. Consequently, if an IO channel stores data in a main
storage location that contains data held in the buffer, then the buffer information
block is either updated too or deleted. In this case, the following interaction
between the IO channels and buffer storage is provided for. The channels fetch
information from main storage, and in the process the status of the address array
and activity list is not changed.

When data is stored in main storage through the IO channels, the information block
referenced by the channel may be in main storage or may be located in the buffer.

"In the first case, no change is made to the address array, activity list or buffer
contents. In the second, the presence bits for the corresponding information block
in the address array are set to zero (reset), and the activity list is adjusted to
reflect minimum activity for this block.

A gecond algorithm for operation with buffér storage is possible. It differs from
the first in that information is stored in main storage somwhat differently.

If the CPU stores data in main storage and in the process the information block re-
quired is in the buffer, only the contents of buffer storage are changed. The in-

formation is stored in main storage by blocks either when the blocks with the least
activity are replaced, or by a special algorithm at times when main storage is free
of servicing channel and CPU requests.

Since main storage cycle time is several-fold longer than buffer storage cycle time
and according to statistics, store instructions make up a considerable portion of
programs (15 percent according to Gibson 1), organization of operation with buffer

storage under the second algorithm yields a substantial increase in CPU throughput.
This is its chief advantage.
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Of course, under the second algorithm, IO channels must use the entire control
mechanism to store data and store/fetch to/from the buffer storage is the required
information block is there. The same occurs in a multiprocessor system with a com-
mon extent of main storage, when one of the processors operates with data placed

in buffer storage by another processor.

Thus, requests from processors and channels coincide at the buffer storage level,
which leads to an increase in the number of conflicts between them and the overall
throughput of the storage system is reduced. This is the main shortcoming in
organizing operation with buffer storage by the second algorithm.

Which of the two algorithms is more efficient is resolved in a specific design
based on the parameters of CPU throughput, IO system throughput, main and buffer
storage cycle times, and equipment cost parameters. Both algorithms are used in
designing the Unified System computers.

Storage Interleaving. Main storage is subdivided into individual logical blocks

that can be addressed and managed independently of each other. The principle of

storage interleaving, also called the address interlacing method, consists of ad-
dressing logical blocks of storage in such a way that contiguous addressed cells

are located in different logical blocks.

Prior to the introduction of buffer storage into the CPU structure, storage inter-
leaving was perhaps the only organizational means permitting a reduction in effec-
tive time of access to main storage. This decrease is especially noticeable for
linear sections of programs with little logical dependency of instructions (connec-
tivity of instructions). With the introduction of buffer storage, the effective-
ness of the method was preserved with the grouped exchange (data blocks) between
main and buffer storage.

The order of location of addresses in logical storage blocks with the degree of
interleaving is shown in table 7.

Table 7 ' The effective time of access to main stor-
age during operation of the interleaving
Logical mechanism is reduced because of the over-
Block lapping in time of operation of several
Number Address of Storage Cells logical blocks of storage. In fact,

if each consecutive block of storage
is sent after the end of the operation

10 n 2n 3n of the preceding one (operation without
] 2 1 afl okl 3l
3 2 n{2 2n}2 342 interleaving), then time I for reading
. . . . a block of information of n words is
* ) : . defined by the expression:
' . " ’ T=(-1)T +7T,
. . . c a
n - n—1 2n—I1 3n—1 4n—1|

where TC is main storage cycle time;

and Ta is main storage access time.

If each block of storage is sent at the rate of one machine clock pulse (operation
in the interleaving mode), then this time is:
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T=T +(n-1)T,
a m
where Tm is the CPU clock pulse time.

It is evident that Th << Tc and time of access to main storage in the second case

is less than in the first.

The selection of the number of logical blocks of storage is governed by the time
relationships between the CPU and main storage with regard to that spent on control.
As a rule, used in Unified System computers are two-way, four-way and eight-way
interleaving of storage with an access width of 4 and 8 bytes.

Conflicts in Referencing Main Storage. Conflicts in referencing main storage are
a factor that reduces the effective time of access to data. The problem of reduc-
ing conflicts in referencing main storage became especially severe in third-genera-
tion machines that use a CPU with several levels of overlap and a large number of
high-speed IO channels. In the process, each CPU overlap level may have its own
independent access to main storage. Thus, at the level of storage control, the
conflict between both CPU and channel requests and withiin groups of requests from
these units is resolved. The mutual effect of these requests leads to delay in
servicing individual requests in accessing storage. Simulation results show that
under certain conditions, this delay is very significant and is 20-23 percent of
the effective time of access.

Conflicts can be reduced both through improving main storage time parameters and
development of methods discussed above and selecting control strategy. By control
strategy 1s emant determination of priorities for processing of requests in the
storage control unit and organization of servicing them.

A structural diagram of a storage control unit and its interaction with the CPU,
channels and main storage is shown in fig. 15. Using this drawing, let us consider
the structural solutions employed in the YeS EVM-2 that make it possible to reduce
conflicts in accessing main storage by selecting a certain control strategy.

In the Unified System of Computers, based on system operating efficiency in access-
ing main storage, IO channels have a higher priority than the CPU. Use of main
buffer storage in itself reduces the probability of hardware interaction in proces-
sing streams of information from channels and the CPU as a result of separation of
these streams. Also, buffer storage permits reducing the effective time of access
to main storage by the CPU and thereby reduces the average time main storage is
engaged in processing a request. A channel bhuffer (BK) is used for the very same
purposes in channel accesses to main storage.

The channel buffer unit 1s designed for rapid communication between IO channels and
main storage. For each channel, this unit contains a register group that forms the
channel storage buffer (BPK) for holding data, addresses and control characters.
The number of registers in a group is equal to the degree of main storage inter-
leaving or a multiple of it. Stored in them is information from channels prior to
transmission of it to main storage in the write mode, or information read from main
storage prior to sending it to the channels in the read mode. In the first case,
the possibility emerges of rapid transfer of data from channels with main storage,
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Fig. 15. Diagram of Storage Control Unit

Key: .
1. 512K-byte physical block of main 12. I0 channels
storage 13. 1I0 device
2. N4 8M bytes 14, AP 1, 2, 3 and 4
3. N3 6M bytes 15. AP [storage adapter]
4. N2 4M bytes 16. APU
5. N1 2M bytes 17. BK [channel buffer]
6. 1 logical block Pl 18. BPK [channel buffer  storage]
7. 2 logical block P2 19. UB [buffer storage control]
8. 8 bytes 20. BP [buffer storagel

9. 3 logical block P3
10. 4 logical block P4
11. OP [main storage]
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irrespective of its engagement, and rapid release of the channel for execution of
other operations. In the second case, main storage is rapidly released during a
data exchange with a channel. In the channel write mode, data stored in the regis-
ters are sent to main storage, operating in the address interleaying mode, sequen-
tially in each machine clock pulse. In the read mode, data are also read from main
storage sequentially in each machine clock pulse and stored in the register group
for the corresponding channel. Thus, in the write mode, prior to all registers be~
ing filled, the IO channels operate only with their own buffer storage, without re-
ferencing main storage. In the read mode, the first channel reference is made to
main storage, but the following ones are made only to the register group of the
channel buffer storage. The use of channel buffer storage is efficient for the
burst mode since in this mode information is transferred in large blocks and in the
process, reference to storage, as a rule, is made by sequential addresses. Thus,
the channel buffer enables grouped exchange of data between main storage and the

I0 channels.

Since channel and CPU references to storage are independent, a conflict between
them is possible only when both the channel buffer and CPU require at the same
time (in one storage cycle) the same apparatus, in the case discussed, the main
storage or address array. To efficiently resolve such situations, the buffer stor-
age control unit provides for two address processing paths and two priority
schemes: one for accessing the address array, and one for accessing main storage.

In the first priority scheme, conflict situations are resolved between accesses to
the address array by the CPU (in determining whether the data required are in buf-
fer storage) and by the channel buffer (in a write to delete an information block
being changed in buffer storage). In the process, the CPU reference has the
highest priority.

In the second priority scheme, data situations are resolved between channel buffer
and CPU requests for access to main storage. The CPU always accesses main storage
during a write, but during a read, only in those cases when the required informa-
tion block has to fetched from main storage. In this case, channel buffer
requests have the highest priority.

In reading information, a request comes from the channel buffer only for the
priority schemes for referencing main storage. During a write, the buffer storage
control unit gets two requests from the channel buffer: omne for the prioirty
scheme for main storage, and the other for the priority scheme for the address
array. Both these requests are processed independently of each other. Since re-
quests from the channel buffer are grouped, the entire informationm block is ana-
lyzed at once instead of individual data words, and this requires only one

machine clock pulse.

3.3. Raising Reliability of Data Storage
The increase in size of main storage and complication of its organization has re-

quired taking anumber of measures ro raise the validity of operating reliability
data obtained from storage. In the YeS EVM-2, these measures include:

use of checking codes to eliminate single errors and detect double ones; and

the application of special structural solutions aimed at maintaining computer

58

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4

FOR OFFICIAL USE ONLY

system serviceability when a storage module malfunctions by reducing the overall
capacity of main storage.

Checking and correcting of storage errors is based on using information redundancy,
i.e. when a certain number of check bits is added to the checked word. Used for
this purpose in the YeS EVM-2 is a modified Hamming code, which is a systematic
code, i.e. a code where the positions of the check bits are fixed.

Check bits are formed by calculating the parity of sum of ones for certain groups
of information bits. The required number of check bits is determined from the
condition: '

2>n4-k-lor 22— k—1>n,

\
0

where n is the number of information bits; and
k is the number of check bits.

It follows from this relation that seven check bits are needed for a doubleword

(8 bytes). To correct single errors in a checked block and to detect double errors,
an eighth bit is added to enable checking the parity of the entire information
block, including the check bits. Thus, each storage cell holds 64 information bits
and 8 check bits, formed by the Hamming code in the mode of storing information
bits in the corresponding block of main storage. Coding and decoding matrices are
shown in figs. 16 and 17, where C0-C32 are check bits and CHO-CH32 are error syn-
dromes. COY is the bit for overall parity of all eight bytes that permits detec-
tion of double errors and is formed either by the modulo-two sum of the information
bits marked in the coding matrix or by the sum of all information and check bits.
Such construction of the coding matrix permits using the same equipment to calcu-
late C0-C32 and the byte signals of parity for transmission to the CPU. The error
syndrome is derived by comparing the check bits fetched .from main storage with the
check bits computed by the coding matrix for the information read.

Bit number

Homep |0 714 Aol | 1.] | le rlot |11 ] Pl 700 Ao 1)L
paspada 1 e b ||| bl w7hd el ! | s
. ODOOGOODE DN : J
o ( ) (i I { M A 'IJ;X

3
T
S
S=

<
>

=1
>
o

cf RSN D AR R

2 _ XOCDGN 111 AHALRK LY

3 T AN

= | (IO DO
YRV o

H M| (LU A0 B X LK

Homep Sadra| Gadr 0 Saor? baur 2 badr 3 sadr 4 sgur § | baur § | bodr 7

Byte number

Fig. 16. Coding of information by the Hamming code
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Fig. 17. Decoding matrix

If the syndrome points to the empty squares in the decoding matrix, there is a
multiple error. In the check, computation of this relation is made:

A =X (C, 4+Cll)mod 2 - COY
i==(0, 1,2 4,8, 16, 32

Analysis is performed in accordance with table 8.

Table 8 Irregularity in bits 0 and 32 of the coding
matrix permits distinguishing errors in bits
Syndrome ' 0, 32, CO and C32.
Status _A _Conclusion
With a multiple error, data in main storage
zeros 0 no error
is regenerated for further program process-
#0 1 single error ing.
+0 0 double error Facilities for checking data of main stor-
_zeros 1 error in COY bit age are implemented in the storage adapter

unit (AP) (see fig. 15). Astorage adapter
is incorporated in the CPU structure
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because the blocks of main storage are essentially a group of storage modules
without general address registers and registers for information being written or
read and also do not have facilities for generating and checking the correctness
of check bits. These functions are imposed on the storage adapters.

A storage adapter unit has its own group of registers for the address of data
being written or read for each logical block of main storage. Address and data
buses are common for allcourses of a logical block of main storage. Checking
facilities located in the storage adapter are common for all logical blocks of
main storage.

This solution has enabled simplifying the structure of the main storage unit and
the CPU-storage communication interface. This made it possible to standardize it
which enabled using the same storage units in various models. In addition, the
specific volume of equipment was reduced while the capacity of main storage was
increased.

In the Unified System computers, main storage capacity for each model is estab-
lished in accordance with its throughput and ranges from the minimum, defined as a

- rule by the standard complete set of the basic version of the computer, to the max-
imum, determined by the physical connection capability. The capability of increas-
ing main storage capacity is supported by the modularity of design at the level of
blocks of storage and units. In main storage made with integrated circuits, main
storage capacity can be increased at the level of storage TEZ's [standard exchange
cards].

For an example, let us discuss in more detail the YeS-3206 main storage unit for
the YeS-1060 computer. The basic scheme for dividing the Ye5-3206 main storage
unit into individual modules and the principle of control of them coincide with
the diagram shown in fig. 15.

The minimum main storage capacity for the YeS-1060 computer is 2M bytes and con-
sists of two YeS-3206 units. Design of the YeS-3206 unit is based on the modular
principle, expressed in that the total capacity of 1024K bytes is divided into two
identical storage blocks, each with a capacity of 512K bytes. Each storage block
is independent within the unit and has autonomous interface and control. In turn,
each storage block uses storage modules as magnetic storage. The information ca-
pacity of each storage module is 64K bytes. A storage block is made up of eight
storage modules, and a unit has 16. Storage modules are structurally complete,
replaceable and interchangeable units

Maximum main storage capacity for the YeS-1060 is 8M bytes and is obtained by
connecting additional YeS-3206 units. For this purpose, each unit has circuits

for relaying input and output signals from the CPU. Capacity is increased in 2M-
byte increments by serial connection of storage blocks. Thus, storage blocks con-
nected by common address, informational and control buses make up a logical storage
block. The number of storage blocks within a logical block is defined by the com-
plete set of storage in the computer and may vary from one to four. Selection of
one of the four storage blocks within the bounds of a logical block occurs by di-
rect feed of control signals to it from the CPU through radial lines. The address
and information are fed through main lines. At each moment of time, one of the
four storage blocks is operating in a logical block. Storage blocks are addressed
by the horizontal course number (N1-N4) and the logical storage block number (P1-P4).
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Facilities for reconfiguring main storage in event a block malfunctions are pro-
vided on the computer control console. Reconfiguration operations depend on stor-
age capacity. If total main storage capacity is more than 2M bytes, when one of
the blocks malfunctions, an entire course is disconnected and reconfigured into
the area of high-order addresses. Disconnection of an entire course is required
to maintain the mode of storage interleaving. If storage capacity is the minimum,
then when one block malfunctions, the interleaving mode is removed automatically
and the faulty block is reconfigured into the area of high-order addresses.

The control console also provides facilities for disconnecting buffer storage if
it malfunctions, and in this event, operation continues with main storage.

Modularity of design of main storage units combined with special structural solutions
permits maintaining computer serviceability when modules fail at various levels.

In the general case, these facilities permit achieving an increase in reliability,
improvement in interchangeability and repairability, and enhancement of adaptability
to manufacture and debugging of main storage.

Chapter 4. Development of Input/Output System
4.1. Organization and Logic Structure of Input/Output Channels

In third-generation machines, as a result of optimization of IO functions, the need
arose for developing specialized processors that enable data exchange between IO
devices, and also external storage devices, and main storage in parallel with pro-
cessing of data in the processor.

The hardware and software that facilitate exchanges between main storage and one
external device make up a subchannel. The aggregate of subchannels form an 10
channel.

The different modes for transferring information and ways of organizing interaction
between channels and the CPU on the one hand, and peripherals on the other, deter-
mine the IO processor channel.

Three types of channels can be connected in the YeS EVM-2: selector, byte-multi-
plexer and block-multiplexer.

A selector channel is intended for data exchange with high-speed external storgae
units in the burst mode. In connection with this, the logical basis of a selector
channel is formed by a separate subchannel that executes one channel program at a
time, by strictly regulating the end of the preceding IO procedure before starting
the next. :

The byte-multiplexer channel effects simultaneous execution of several channel pro-
grams for several medium or low-spe~d peripherals. The main mode of operation is
multiplex, although in many cases, the burst mode of operation of the multiplexer
channel is provided for. The logical basis of a multiplexer channel is formed by
the set of multiple suhchannels used for data exchange with various peripherals in
the time-sharing mode. For this purpose, there are individual equipment and means
of interface for each subchannel or common facilities for a group of subchannels.
A new type of channel, the block-multiplexer, has been introduced in the YeS EVM-2.
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It is intended for organization of parallel operation of several high-speed peri-
pherals over one information line. This channel has the properties of both the
selector and the multiplexer channels of the YeS EVM-1l.

The processor initiates operation of a channel program using IO operations by
specifying the operation code, the channel number and the address of the peripheral
with which data is to be exchanged. In addition, the address of the first command
in the channel program in main storage is specified. The channel program estab-
lishes the type of operation assigned and determines the order of its execution.
Fetched from main storage for this purpose is a series of channel command words
[CCW] containing the operation code of the channel command, the beginning address
of the main storage block allocated for the exchange, the amount of data to be ex-
changed and the channel modes of operation.

The function of the CCW bits is given in table 9.
Table 9

Bit
Number Bit Function

0-7 channel command code.
There are six IO operations:
READ, WRITE, READ BACKWARD, SENSE, CONTROL and TRANSFER IN CHANNEL

8-31 address of the first byte of information in main storage

32-36 modification flags that permit changing the sequence of execution of a
channel program

32 chain-data flag. It causes fetching of the next CCW if in the preceding
CCW, the information byte counter becomes equal to zero. The operation
code in the new CCW is ignored and execution of the operation begun earlier
continues

33 chain-command flag. It causes the next CCW to be fetched and executed
after completion of execution of the operation specified in the current CCW.

34 -suppress~-length-indication flag. It causes suppression of indication of
incorrect length that indicates that the data format required by the peri-
pheral does not match the number of data bytes specified by the CCW

35 skip flag. Specifies suppression of transfer of information to storage
during a READ, READ BACKWARD or SENSE operation

36 program-controlled-interruption flag. Causes the channel to generate an
interruption condition

37 indirect data address flag

38-39 must be zero, otherwise the system specifies an error in the channel pro-
gram

40-47 not used
48-63 specifies number of bytes to be exchanged
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In addition to the instructions START I/0, TEST I/O and TEST CHANNEL, the follow-
ing instructions are also used in the YeS EVM-2: START I/0 FAST RELEASE, CLEAR 1/0,
HALT DEVICE and STORE CHANNEL ID.

These IO instructions cannot be used in a problem program since they are privileged
and executed only when the processor is in the supervisor state. For communication
between the IO supervisor and a specific channel program, there are two fixed loca-
tions of main storage with addresses 72 and 64, in the directly addressable area of
processor storage, that contain, respectively, the channel address word {CAW] and
the channel status word [CSW]. The function of the CAW bits is given in table 10.

‘Table 10
Bits Function
0-3 storage protection key. Intended to protect the area allocated for the

I0 operation
7 zeros, otherwise the system specifies an error in the channel program
-28 address of first CCW in the channel program

By the CAW, the channel obtains additional information on the location of the chan-
nel program in main storage and the keys for protection of the exchange blocks,
while the processor is informed by the CSW on the status of the channel and peri-
pheral as well as on the results of an IO instruction execution.

The states of the channel, subchannel and peripheral are reflected by a combination
of the following signals: available, interruption pending, working or not opera-
tional. These states change continuously in the process of executing a channel pro-
gram and when necessary are stored by command in location 64 of main storage in the
form of the CSW just as are special situations that occur in execution of IO opera-
tions. As a rule, the CSW is stored in main storage at’ the end of execution of an
10 operation, but in excpetional cases, the store may be effected by an interrup-
tion in the process of executing an 10 operation. The procedure for processing
interruptions that may occur simultaneously in different peripherals is defined by
the channel priority schemes that provide for sequential processing of all inter-
rupt requests stored to this moment in the peripherals and subchannels. To avoid
loss of information on the IO state, the operation of all channels must be masked
before the end of analysis of the contents of the CSW.

The states of a channel and peripheral that occur during execution of IO operations
become clear when the CSW bit functions given in table 11 are examined.

The designation of the CSW bits given in table 11 is modified by the equipmenﬁ used
and the specific causes that occurred during execution of the IO operation and
which caused storage of the CSW.

The principles of I0 operations selected in the Unified System have determined the

logical structure of the channels, each of which must perform the following
functions:

accept and decode IO instructions from the processor;

establish communication with the external device (VU) specified by an IO instruction;
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Table 11. CSW Fields

Bits Function
0-3 storage protection key, from CAW
4-5 zeros. Flag for unexecuted logging
6-7 deferred condition code

8-31 address of following CCW, differing from current CCW by a byte
32-39 external device status byte

32 attention
33 status modifer )
34 UVU [control unit] end
35 busy
36 channel end
37 device end
38 unit check
39 unit exception
40-47  channel status byte
40 program-controlled interruption
41 incorrect length
T 42 program check
43 protection check
44 data check
45 control check
46 interface check
- 47 data chaining check

48-63 residual count for the last CCW used

fetch the channel program from main storage;

decode channel commands, test them for validity and execute the operatioﬁs
specified by them;

- accept/send control signals from/to an external device over the IO interface;

provide for receiving, sending, checking, counting and storing data during an
exchange between main storage and an external device;

generate signals on channel status, receive and store signals on peripheral status,
form the CSW and store it in location 64 of main storage; and

accept interrupt requests from an external device, organize them and send them to
the processor.
- 4.2. Development of Principles of Input/Cutput Operations
To enable operation of the block-multiplexer channel and to raise the effective
data transmission rate, the YeS EVM-2 offers new capabilities:
the mode of multiplexing blocks of data;
additional I0 instructions;
channel command retry;
expanded I0 interface; and

indirect data addressing.
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Data Blo .k Multiplexing Mode. From a programmer's viewpoint, the block-multiplexer
channel is an independent device having several subchannels and operating in paral-
_ lel with the processor program. The mode of operation of this channel depends on
the state of the multiplexing control bit (bit O of control register 0 in the CPU).
If the value fo this bit equals zero when a START I/O instruction is received, the
block-multiplexer channel will operate in the selector mode, and in this case, it
is functionally equivalent to the selector channel (multiplexing inhibited). If the
value of this bit is one when a START I/0 instruction is received, the block-multi-
plexer channel will execute the operation requested by a peripheral on the basis of
block multiplexing simultaneously with operations requested by other peripherals
(multiplexing allowed).

The selector mode or block-multiplexing mode is maintained by the channel for the
entire time of execution of the channel program. In the block-multiplexing mode,
during execution of a channel operation by a program not associated with data trans-
fer, the channel may be switched to execution of the data transfer operation for
another channel program. Such switching may occur between data blocks, if command
chaining is specified in the channel program or the channel command retry procedure
is being executed, since data transfer within the bounds of a block is effected by
the channel in the burst mode.

Fig. 18 shows the timing diagram for the sequence of operation of the block-multi-
plexer channel in the data block multiplexing mode.

If a channel receives a channel-end signal from a peripheral while executing a
channel program in the command chaining mode, it stops execution of this program

. without waiting for the arrival of the device-end signal, specifying thereby readi-
ness for execution of an IO operation with another peripheral. The channel keeps
the status of the discontinued operation in subchannel storage in the form of
a unit control word (UCW).

When the disconnected external device is ready to operate with the channel, it tries
to communicate with the channel and again make use of its resources. If the channel
is free, the value of the UCW is read from subchannel storage and the channel re-
sumes execution of the interrupted channel program. But if the channel is busy,

the external device must wait until the channel is free.

The efficiency of operation of the block-multiplexer channel in the block mode is
achieved only with the support of an external device in this mode.

Additional IO Instructions. To raise the efficiency of use of the IO system in
the YeS EVM-2, additional IO instructions have been provided (table 12).

Table 12 .
Operation

Name Mnemonic Code

- START 10 FAST RELEASE SIOF 9c01

CLEAR IO CLRIO 9001

HALT DEVICE , - "HDV 9EO1

STORE CHANNEL ID STIDC B203
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Fig. 18. Timing diagram of sequence of operation of block-multiplexer channel in
the mode of block-multiplexing of data
Key:
1. start of operation for external 9. command chaining specified for ED2
device [ED] 1 by SIO instruction 10. resumption of channel program for
2. transfer of data block for EDl ED2 upon device-end .signal
3. 1interruption of channel program 11. generation of device-end signal for
for EDl by channel-end signal ED1
4. command chaining specified for 12. channel busy.
ED1 13. end of channel program and genera-
— 5. channel free tion of interrupt condition for ED2
6. start of operation for ED2 by 14. resumption of channel program for
SI0 [START 1/0] instruction ED] upon device-end signal
7. transfer of data block for ED2 15. end of channel program and genera-
8. interruption of channel program tion of interrupt condition for ED1

for ED2 by channel-end signal

The instruction START I/O FAST RELEASE starts an I0 operation in the external de-
vice addressed. If the value of the multiplexing control bit is 0, the channel
executes this instruction just like a START I/O instruction.

If the value of the multiplexing control bit is 1, then the channel fetches the CAW
from main storage location 72 and immediately releases the processor, rather than
after completion of the device-selection procedure as is done when the instruction
START I/O is executed. At the same time, the data block-multiplexing mode is
started in the block-multiplexer channel. In parallel with processor operation,
the channel performs the device-selection procedure and starts the IO operation.

The IO operation is not initiated when the channel or device detects errors in
executing the START I/0 FAST RELEASE instruction. In this case, the status of the
channel and device, as well as the deferred condition code (bits 6 and 7), are
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indicated in the CSW which is stored during the next IO interruption. Bits 6 and 7
in the CSW indicate whether conditions have been encountered subsequent to the set-
ting of a condition code O for START I/0 FAST RELEASE that would have caused a dif-
‘ferent condition code setting for START I/0.

Table 13 shows the possible setting of these bits and their meanings.

Table 13
Bit 6 Bit 7 __ Meaning
0 0 normal IO interruption
0 1 deferred condition code is 1
1 0 not used
1 1 deferred condition code is 3

The instruction START I/0 FAST RELEASE has the advantage over START I/0 that the
processor can be released sooner for other work. A disadvantage, however, is that
if a deferred condition code is presented, the resultant CPU execution time may be
greater than that required in executing START I/0.

When operating in the mode of block multiplexing of data, the block-multiplexer
channel enables simultaneous execution of several channel programs and IO operatioms.

Each channel program requires its own subchannel. If several channel programs
using all available subchannels are being executed in the block-multiplexer channel,
then the next START I/O FAST RELEASE instruction will start an IO operation and
switch the channel to the selector mode. The channel selector mode is maintained
until the end of execution of the channel program. After the end of execution of
the channel program, the channel is switched to the mode of block multiplexing of
data and continues the IO operations begun earlier with other devices.

Execution of the CLEAR I/0 instruction depends on the value of the multiplexing con-
trol bit. .

When the multiplexing control bit is 0, this instruction is executed just like the
TEST /O instruction. If this bit equals 1, then the CLEAR 1/0 function causes

the current operation with the addressed device to be discontinued, the state of
the operation at the time of the discontinuation to be indicated in the stored CSW,
and the subchannel to be switched to the available state. After completion of
these operations, the processor is released and the condition code is set to 1.

- The CLEAR I/O instruction will switch a subchannel to the available state consider-
ably faster than the HALT I/O instruction. To free a subchannel after completion
of a HALT I/0 instruction, the processor has to process the IO interruption from
the given subchannel.

The HALT DEVICE instruction causes the current operation at the addressed IO device

to be terminated. With this instruction, a channel does not halt burst operation
with a device other than the one addressed (in contrast to the HALT 1/0 instruction).
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After termination of the current operation in the addressed device, the channel is
switched to the interruption pending state, and to free the subchannel, the pro-
cessor must process the IO interruption.

The instruction STORE CHANNEL ID causes information describing the addressed chan-
nel (channel type, channel model, maximum length of the extended logout) to be
stored in locations 168-171. The channel stores this information in main storage.
This information is used later by the program to allocate storage for the extended
logout as well as during channel error-recovery software operation.

Channel Command Retry. The YeS EVM-2 has the capability of channel command retry.
Command retry is a function of the channel and device that permits retrying the
command without requiring an IO interruption. Command retry is initiated by the

B device presenting either of two device status-bit combinations by means of a
gpecial IO interface sequence.

Fig. 19 shows the algorithm for using the command retry procedure in the channel
and device.

If a retry can be performed immediately, the device issues these indicators in the
status byte: channel end, unit check, status modifier and device end. After re-

celving the status byte with these flags, the channel starts executing the command
retry procedure. During the command retry, operations in the channel are similar

to those performed for command chaining.

If the device end flag was not put into the device status byte, then the channel is
just adjusted for command retry. After a status byte with the device-end flag is
received, the channel will start execution of the command retry procedure. If the
VU [external device] presents a status byte with the device-end and status-modifier
flags, then command retry is suppressed and when necessary, either command chaining
is continued or an IO interruption condition is generated.

Expanded IO Interface. Compared to the YeS EVM-1, IO interface capabilities have
been considerably expanded in the YeS EVM-2. To raise IO interface throughput,
parallel two-byte transfer of data has been introduced. Two sets of data buses
have been provided for this: channel buses (18 lines) and subscriber buses (18
lines). Two additional channel lines (channel marker) and two additional subscrib-
er lines (subscriber marker) specify the presence of data on these buses.

For compatibility with the YeS EVM-1 interface, the channel and subscriber buses
are divided into two sets: the first sets of buses (with 9 lines each) are used
in both the first and second phases of the Unified System, while the second sets
of buses (with 9 lines each) and the marker lines can be used only in the YeS EVM-2.

Fig. 20 shows the capabilities of operation of the expanded two-byte IO interface
in the data transfer mode during reading (a) and writing (b).

Accelerated data transfer has been provided for in the YeS EVM-2 IO interface. For
this, two lines (DAN-A and DAN-K) have been added that accompany the corresponding

data on the buses and are similar to lines INF-A and INF-K. The DAN-A line signal

may be present in the IO interface while the INF-A line signal is cut-off and vice

versa.
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‘'Fig. 19. Algorithm for using the command retry procedure in a channel and device

Key:
1. channel program 5. immediate retry? (device-end signal
) CCWl: operation code/data address/ is presented in status byte)
TsK [chain-command flag] 6. retry of preceding GCWl or CCW2
= 1/ count commands
CCW2: operation code/data address/ 7. wait for next status byte from de-
chain-command flag. = 0/ vice with device-end signal
. count 8. cancel retry? (status-modifer signal
2. status byte received from device is present in status byte)
by channel after execution of 9. cancel retry
CCW1 and CCW2 commands 10. execution of command chain possible?
3. 1is command retry procedure 11. 1issue next command under command
required? (channel-end, unit-check, chaining (CCW2)
status-modifer and subscriber mar- 12. continue IO operation under control
ker 0 signals are present simul- . of CCW2
taneously in the status byte) 13. generate IO interruption condition

4. execution of command chaining for
CCW1l or generation of IO interrupt
condition for CCW2
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Fig. 20. Capabilities of expanded two-byte IO interface in the mode of data
transfer during reading (a) and writing (b)

Key:'

1. bus-K0 -- f£first set of channel 6. marker-A0 -- subscriber marker line
buses 7. bus-Al -- second set of subscriber -

2. marker-K0 -- channel marker line buses

3. bus-Kl -- second set of channel 8. marker-Al -- subscriber marker line
buses 9., INF-A -- gignals accompanying data

4. marker-Kl -- channel marker line on subscriber buses

5. bus-AQ ~- first set of subscriber 10. INF-K -- signals accompanying data

buses on channel buses
(1) wio-a m 4 m ‘
)
(2) mo-x MG BN !% =
(3) gon-a N ':! \
. — iil |
(4) aru-k ' !| ‘ .

(S)‘QENWO o N ' i
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Fig. 21. Interaction of signals INF-A, DAN-A, INF-K and DAN-K in mode of data
transfer during reading (a) and writing (b)

Key:
1. INF-A 4. DAN-K -~-- signals accompanying data
2. INF-K on channel buses
3. DAN-A -- gignals accompanying 5. bus-AQ
data on subscriber buses 6. bus-K0
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The introduction of the additional lines,
DAN-A and DAN-K, permits the IO interface

to provide throughput to 1.5M bytes/sec. Mngz'-‘g:daan
for one-byte data transfer, and to 3M £C 9BM2(3)

bytes/sec. for two-byte.

Fig. 21 shows the interaction of the sig-
nals INF-A, DAN-A; INF-K and DAN-K in

the mode of data transfer during reading
(a) and writing (b).

In the YeS EVM-2, all communication lines
in the IO interface are structurally com-
bined in four cables, of which two are
fully compatible with YeS EVM-1 IO inter-
face cables, which permits connecting

YeS EVM-1 external devices to YeS EVM-2
10 channels and vice versa (fig. 22).

Connectors Al-A4 are used both for con-
necting YeS EVM-1 external devices and

for connecting YeS EVM-2 external de-
vices (one-byte interface). Connectors
A5-A3 are used for connecting only YeS
EVM-2 devices (two-byte interface).

Blocks of matching resistors are shown

at the connectors marked with an asterisk.

Table 14 gives the IO interface connector
designations and their function.
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Table 14 .
Fig. 22. Diagram of connection of
Conventional external devices to IO channel
Connector
Designation Function 1. VUl -- YeS EVM-1l external device
Al Intended for connection to 2. VU2 -- YeS EVM-Z external device
I0 channel or preceding 3. YeS EVM-2 I0 channel
- * A3, A4, A7, A8 -- blocka of
device and for transfer of ’ tehing resistors
data signals (first sets of matching ©
buses)
A2 Intended for connection to IO channel or preceding device and for trans-
, . fer of control signals (one-byte and accelerated modes)
A3 Used for comnection of next device and for transfer of data signals
(first sets of buses)
s Used for connection of next device and for transfer of control signals
(one-byte and accelerated modes)
A5 Intended for connection to IO channel or preceding device and for trans-
fer of data signals (second sets of buses)
A6 Intended for connection to IO channel or preceding device and for trans-

fer of control signals (two-byte mode)
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[Continuation of Table 14]

Conventional
Connection
Designation Function
Al Used for connecting the next device and for transfer of data signals
(second sets of buses)
A8 Intended for connection of next device and for transfer of control

signals (two-byte mode)

Channel Indirect Data Addressing. Channel indirect data addressing [CIDA], a com-
panion facility ‘to dynamic address translation in the processor, translates data
addresses for IO operations. It permits a single channel command word [CCW] to
control the transmission of data that spans noncontiguous pages in real main
storage. '

CIDA is specified by flag bit 37 in the CCW which, when one, indicates that
the data address in the CCW is not used to directly address data. ‘Instead, the
address points to a list of words, called indirect-data-address words (IDAW's), each
of which contains an absolute address designating a data area within a 2,048-byte
block of main storage.

When the indirect data addressing bit in the CCW is one, bits 8-31 of the CCW spe-
cify the location of the first indirect data address (KAD) word to be used for data
transfer for the command. Additional IDAW's, if needed for completing the data
transfer for the CCW, are in successive locations in main storage.

The number of IDAW's required for a CCW is determined by the count field of the CCW
and by the data address in the initial IDAW.

Each IDAW is used for the transfer of up to 2,048 bytes and can designate any loca-

- tion in main storage. Data is then transferred, for read, write, control and sense
commands, to or from successively higher storage locatioms or, for a read backward
command, to successively lower storage locations, until a 2,048-byte block boundary
is reached. The control of data transfer is then passed to the next IDAW. The
second and any subsequent IDAW's must specify, depending on the command, the first
or last byte of a 2,048-byte block. Thus, for read and write commands, these
IDAW's will have zeros in bit positions 21-31. For a read backward command, these
IDAW's will have ones in bit positions 21-31.

Except for the unique restrictions on the specification of the data address by the
IDAW, all other rules for the data address, such as for protected storage and in-
valid addresses, and the rules for data prefetching, remain the same as when
indirect data addressing is not used.

The format of the IDAW and the significance of its fields are as follows:

0 7 8 31
zeros data addreéss
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Bits 0-7 must contain zeros. Bits 8-31 specify the location of the first byte to be
used in executing the IO operation. For the first IDAW, the data address does not
have to be a multiple of a 2,048-byte block. For subsequent IDAW's, the data
address must be located on a boundary of a 2,048-byte block.

Fig. 23 shows the algorithm for executing an IO operation with indirect data addres-

sing. Fig. 24 shows the replacement of data addresses in using indirect data ad-
dressing.
Key:
: 1. fetch and reception of CCW from
———_0) main storage
- 8sfopra U npuem 0%'0”2':,:{%.”;#' ) 2
(1) Y% v on 9 wacleasod oipe- 3- p;ogramlerrors; .
CLALLLLL . abnormal end of operation an
npozpan y (12) generation of IO interrupt
qusfyu cepety erotls WA ,, conditin o
. n =
‘;’Z%'eur l (13) 5. execute IO operation without
Cattyrouieeo tnoda indirect data addressing
' “WAQ u3 Of 6. fetch and reception of first
(6) | 8020 caota kngus on ﬁak.%%”&mc?nule IDAW from main storage
er -
roanin 73 - e N 7. bits 0-7 in IDAW = 07
ol 414 Her ye Aa 8. exchange data between channel
. . wire socromti e~ am upnrs. and main storage. With each
W 3 ENNH access, the channel modifies
(8) ety e o] (114) ({5 the address of the data taken
Zﬁ”i?zfv”c"li%‘{aafﬁ;z%&; " from the IDAW and analyzes for
2048 drafoeo dnox: , Pagondy 2001 end of 2,048-byte block
: 7 : a
@ pro- _'W_er<]>p ol 07 papondy 2131 9. end of 2,048-byte block?
dnonoft Ino 7 PR mh 10, CCW byte count = 07 -
o no~{17 11. continue IO operation by chain-
aa| yes ing or end operation and gener-
ate IO interrupt condition
12. add 4 to IDAW address
§ o0, ’efclrnfpu
. Abapuinoe saepurijr ‘:‘i%é@”u’%’i}l"%’b{'i’ 13. fetch and reception of next
~ e yenotud prenmd. Fope "r‘-’»rf""fajﬁf-i IDAW from Main storage
: e _bdodg- frifodn Yoo Tebda l4. write, read, sense
(3) (11) 15. read l’)ackwax"d
16. bits 21-31 in IDAW = 07
17. bits 21-31 in IDAW = 17
Fig. 23. Algorithm for execution of IO operation with indirect data addressing
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(&) sdpechoe énoba iawame Key :

Lﬁ%gL,,f{:) | a. channel address word [CAW]

b. protection key

(£) (zj QW#W£ﬁ)mnum c. channel program
(d) wer ’f:‘-y;l @ ’g}ffj‘ cver dair »0 (h) ‘:: ggz %
(e) Wﬂzwmpamld‘/ @ "57”:, cver fagr »0 (h) £. operation code
£) '(g) g. bit 37 =11
c'nucm/(c;e)d waq tnmk(i‘w)ﬁ wan h. byte count 1"0
(3)ewad | a0 @ ; CKidwaar| a0 | S5 ) ;-- ]I.:]L):‘t;.’ i)f ;[PAW s
wardf w [\ @D Kk)oos| Q) k. IDAW 2
' . )™ Weo | /(0 1. IDAW 3

Fig. 24. Replacement of data addresses when indirect data addressing is used in a
channel:

1 - address of start of channel program;

2-3 -- address of start of IDAW list;

4-8 -- address of start of data block in IDAW;

9-13 -- data blocks (no more than 2,048 bytes) in main storage

4.3, Operation of Input/Output System
10 operations include data transfers between main storage and external devices.

In accordance with the channel program stored in main storage, an IO channel orga-
nizes and executes an 10 operation, and controls data exchange between an external
device and main storage. The processor esteblishes communication with a channel at
the start of the execution of the operation to issue the initial data for its orga-
nization, at the end of the operation to obtain information on the nature of its
execution, in certain cases and during execution of the operation to obtain current
information or to halt execution of the operation. Fig. 25 shows a block diagram
of the IO system operation.
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Fig. 25. Flowchart of IO system operation

Execution of processor instruction
START I/O FAST RELEASE

Selection of device ani determina-
tion of type of IO operation
Execution of 10 operation. Data
exchange between device, channel
and main storage using facility

of indirect data addressing
Execution of data chain

Exzcution of command chain,
command retry and multiplexing of
data blocks

The CPU program initiates IO operations with the instruction START 1/0 FAST
RELEASE (NVVBO) (1).* When the addressed channel is available, not performing an
operation previously begun and has no interruption pending, it fetches from loca~
tion 72 of main storage a CAW that contains the protection key and the starting.
address of the channel program; otherwise, execution of the SIOF instruction is

completed with the condition code set to 3 or 2.

When program errors are detected

in the CAW received, the channel generates and stores in location 64 of main stor-
age the CSW and ends the SIOF operation with the condition code set to 1.

When there are no errors, SIOF is completed with the condition code set to 0 and

. the CPU proceeds to execution of the operating commands.

The channel, operating in

parallel with the CPU, fetches from main storage the first CCW and in the indirect
addressing mode the first IDAW, and also generates the real address of the data in

the CCW.

When program errors are detected in the CCW or IDAW, in executing the SIOF instruc-
tion, the channel generates a CSW with the deferred condition code set to 1 and
requests an IO interruption.

"The number in parentheses denotes the block number in the algorithm diagram.
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After the CCW and IDAW are fetched successfully from main storage, the channel
organizes selection of the addressed external device by sending the address of the
device to all devices connected to the interface for this channel (2). If the de-
vice with the given address is not in the IO interface, the channel generates a

CSW with the deferred condition code set to 3 and requests an IO interruption. A
device that recognizes the address connects itself logically to the channel and re-
ceives from it the command code specified by the CCW. In response to the command
code, the device sends a status byte to the channmel. The channel analyzes the
status byte received and when necessary may generate a CSW with deferred condition
code set to 1 and request an IO interruption.

If the device can execute the IO operation specified by the CCW, the channel and
the device start this IO operation and in parallel with the CPU operation organize -
the data transfer (3). In executing the operation, the write bus of the channel
receives the data from amin storage and transfers it through the IO interface to
the external device (one or two bytes at a time depending on the mode).

In executing a read operation, the device transfers one or two bytes at a time
through the IO irterface, and the channel receives and places them in main storage.
With each reference to main storage, the channel changes in the CCW the data ad-
dress field and byte count field and analyzes their value.

If the data address in the CCW is a multiple to a 2,048-byte block boundary and
the indirect addressing mode is specified, the channel fetches from main storage
the next IDAW, generates the new real data address in the CCW and in the absence
of errors continues the IO operation (3). IO operations are possible that consist
in transfer of data in several areas of storage. In this case, a CCW chain is
used, each of which indicates an area of storage for the operation specified at
the start of the chain.

If the byte count in the CCW equals zero and the data chaining mode is specified,
the channel fetches the next CCW from main storage. When operation with indirect
addressing is required, the channel also fetches the first IDAW from main storage,
generates the real data address in the CCW and continues the same IO operation
under control of the new CCW (4). If program errors occur in receiving the CCW's
or IDAW's, the channel ends the IO operation abnormally and receives from the
device the status byte describing the end of the operation.

If the byte count in the CCW is zero and the data chaining mode is not specified,
the channel completes the IO operation, receives the status byte from the device
and analyzes it. If the values of the device status byte specify the command retry
mode, the channel fetches from main storage the preceding CCW and organizes the
command retry mode (5), similar to command chaining. In the process, the channel
again selects the device (2) without CPU participation.

Command chaining is used for transferring several data blocks through a channel or
when sequential execution in one device of a series of different operations is
. required.

£

£ command chaining is specified in the CCW and the value of the status byte permits
execution of this chain of commands, the channel and device determine the necessity
of organizing the data block multiplexing mode. In organizing the block-multiplex
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mode, the channel fetches from main storage the next CCW and activates the chain

of commands for another, higher priority device (5). In the process, work with the
previous device is halted temporarily and the necessary control information is
stored in the subchannel.

If the block-multiplexing mode is not specified, the channel fetches from main
storage the next CCW and continues operation on the chain of commands with the
same device (5). If command chaining is not specified in the CCW or the status
byte does not permit execution of it, the channel generates the CSW and requests
an IO interruption (6).

During execution of the procedure for following up an IO interruption, the channel
stores the CSW in location 64 in main storage, and the address of the channel and
device in the PSW register. After completing the procedure, the CPU replaces the
PSW and starts execution of the program for processing the IO interruption (6). At
this time, the channel is available for receiving a new CPU instruction or for
receiving requests for service from a device.

By the instructions CLEAR I/0, HALT I/0 and HALT DEVICE, the CPU can stop execution
of a previously started operation, and by the instructions TEST CHANNEL and TEST
1/0, can test the status of the entire IO system, including the addressed channel
and device.

At the end of channel program execution, the signals describing the halt of the IO
operation are sent to the main program either through an IO interruption (6) or
during execution of the CPU instruction TEST I/O.

In any case, these signals cause storage of the CSW which contains information
pertaining to the I0 operation being performed.

4.4. External Storage Units

External Storage in the Unified System of Computers. Computer throughput and com-
puting capabilities to a considerable extent are determined by the composition and
characteristics of its storage. The main function of external storage consists in
substantially extending the amount of computer storage for storing the main bulk of
data, intermediate computing results and the necessary software. In the largest
computing systems, external storage is measured in tens and hundreds of gigabytes
compared to the megabytes of main storage.

In contrast to main storage which can be represented by a specific block (or blocks)
made with particular physical elements (ferrite cores, films, integrated circuits,
etc.), it is rather difficult to designate external storage with the same definite-
ness. External storage is more properly thought of as the aggregate of media with
information, as a library of these media in which by using particular devices
(external storage units, etc.) any independent amount of information is removed and
sent to computer main storage or received from it and recorded for storage on a

- suitable medium.

From this point of view, external storage units (VZU) are functionally similar to
10 devices and organization of operating with them is similar to the organization
of operation of UVV [IO devices].
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The externai storage for modern computers and complexes is built on the principles
of magnetic recording on movable media in the form of tapes, disks and drums
covered with magnetic material.

Additional requirements for the development and operation of external storage units
emerged with the creation of the Unified System of Computers:

to provide for interchangeability of data media. While this requirement was met
earlier within the limits of a single computer, for the Unified System int*erchange-
ability is required between different computers located not only in differ.nt com-
puter centers, but even in different countries. This led to standardization of the
main parameters of data media: electrical (signals, resolution), physical (length,
width, thickness, diameters), recording methods, recording densities, recording
formats and organization of a service for standards;

to standardize communications between computers, control units and storage units,
i.e. to introduce interfaces at various levels. This made it possible tov make use
of the entire pool of external storage units and the different computers in the
Unified System and to put into the composition of computers the new devices as
they were developed and assimilated in production;

to increase the capacity of external storage which, as a rule, in modern computers
is several hundreds of megabytes and more; and

to improve technical characteristics: data exchange rate, information access time,
reliability and others.

The efforts on external storage units made within the framework of the YeS EVM-1
and -2 made it possible to solve these problems to a large extent.

Types and Charac teristics of External Storage Units. It its composition, the
existing pool of external storage units is far from uniform and includes devices
with various technical characteristics. Because of mutual contradictions, .the
main parameters—-capacity of an individual medium, data exchange rate, specified
data access time--cannot assume the desired values at the same time. Therefore,
in each external storage unit these contradictions are resolved in accordance
with particular needs.

The classification of units used in various combinations in computer external
storage is shown in fig. 26.

A structural feature is the availability of two types of units: direct access units
(disks or drums) and sequential access units (tape). The former are considerably
more complex than the latter in design and technology of manufacture, and storing
data in them is more expensive. However, their relatively fast access time ensures
their mandatory use in external storage of modern computers in '"online modes,'" as
well as further improvement and development.

In the YeS EVM-2, this group is represented by these subsystems: YeS-5066/YeS-5566,
YeS$S-5050/YeS~5551, YeS-5052/YeS-5551, YeS-5061/YeS-5561 and the YeS-5061/YeS-5568.

Using the disk subsystem based on 100M-byte units (the YeS-5066/YeS-5566) has made
it possible to gsubstantially increase computer external storage capacity and expand
computer functional capabilities. A number of technical problems was solved in
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Fig. 26. Classification of external storage units
Key: )
1. external storage 6. NMB [magnetic drum storage unit]
2. direct access units 7. library of media
3. sequential access units 8. automated library of media
4. NSMD [removable disk storage 9. removable modules of disks
unit] : 10. mass storage

5. NMD [disk storage unit]

in developing this storage unit: development of thinner disk magnetic coating, ob-~
taining stable floating of the magnetic head at a small height above the disk sur-
face, development of a read/write path with high resolution and development of a
sensitive servo system. The YeS-5566 control unit also has important advantages
over earlier used devices of the same type.

External sequential access storage units are now represented by magnetic tape stor-
age units (NML). Despite their relatively slow average information access time,
they are firmly secure in the composition of computer external storage because of
the low cost and convenience of storing information recorded on magnetic tape.
Large computer centers have libraries of tens of thousands of reels of magnetic

tape with 1012-1013 bits of stored information. All source data and results of
computations, irrespective of whigh external storage units they appear on in pro-
cessing, are recopled for storage and ''dumped" onto magnetic tape.

The most common magnetic tape storage units operate with a data recording density
of 32 and 63 bits/mm and the data transfer rate ranges from 32 to 315 kilobytes/
second. In the Unified System of Computers, this group consists of the YeS-5012,
YeS-5017, YeS-5025, YeS-5002, YeS-5003, modifications of them and subsystems based
on them.

Characteristics of the main external storage units in the Unified System of Compu-
ters are given in tables 15 and 16. '

80

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4



Table 15

Model number of

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP382-00850R000500030027-4

FOR OFFICIAL USE ONLY

Information

capacity per

Data transfer

Basic Technical Characteristics

removable disk spindle, rate, kilobytes/ Mean access

storage units Developed by megabytes second time, ms
Ye$-5050 USSR 7.25 156 " 80
YeS-5052 Bulgaria 7.25 15¢ 60
YeS-5056M USSR 7.25 156 90
YeS~5061 Bulgaria 29 312 75
YeS-5066 USSR 100 806 45
YeS-5067 Bulgaria 200 806 30
YeS-5080 USSR 200 806 30

Table 16

Basic Technical Characteristics

Model

number of

magnetic Recording Maximum data

tape Reel density, Tape Start/ transfer rate,

storage Developed capacity, charac- speed, Recording stop kilobytes/

units by megabytes ters/mm m/sec Method time, ms second

YeS-5017 USSR 20 8/32 2 " NRZ-1 5 64

YeS-5019  Poland 20 8/32 3 NRZ-1 4 96

YeS-5022 - CSSR 20 8/32 4 NRZ-1 3 128

YeS-5025 USSR 20/40 32/63 2 NRZ-1/PE 5 64/126

YeS-5612 Bulgaria 20/40 32/63 3 NRZ-1/PE 3 189

YeS-5002 GDR 20/40 32/63 3 NRZ-1/PE 3 96/189

YeS-5003 Bulgaria 20/40‘ 32/63 5 NRZ-1/PE 2 160/315

YeS-5004 CSSR 20/40 32/63 2 NRZ-1/PE 4 64/126

Bulgaria
YeS-5027 Bulgaria 120 63/246 3 1 750

Organization of Operation of External Storage.

PE/GC

The decisive factor in organizing

the operation of external storage units is the attempt to maximally decrease the
effect of the parameters of these devices on the rate and reliability of operation

of the individual computers and the systems as a whole.

In the process, great im-

portance is attached to questions associated with ensuring the capabiiity of chang-
ing the set of;, equipment in complexes already in operation, modernization and con-
nection of new, more improved devices, convenience of operation and others.
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Fig. 27. Diagram of connection of external storage units

In the Unifies System of Computers, the following scheme has been implemented for
connecting external storage units to a machine: processor--channel--control unit
(UU)--external storage unit. In this chain, several channels can be connected to
the processor, several control units to a channel, and each control unit can serve
a certain number of external storage units. Thus, dozens of external storage units
can operate with a machine in accordance with a user's desire.

This scheme, supplemented by unified principles of software and one type of connec-
tion between channels and control units and the latter with external storage units,
allows organizing the operation of external storage units, while meeting the re-
quirem:nts for their functioning within the computer structureand for changing the
external storage equipment set upon user's requests.

Interaction of external storage units with a machine is similar in its organization
to the interaction of IO devices. Therefore, from the point of view of program

processing, external storage units are part of the external device group in common
with them.

Having relatively high speeds, external storage units are connected to selector or
block-multiplexer channels and while monopolizing all facilities of the channel do
not permit other external devices to be connected through it to the machine. The
channel and control unit communicate through a standard IO interface.
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In addition to the main, standard IO interface, there is a so-called minor inter-
face between the control unit and an external storage unit which is a set of lines
and signals. The set and function of the minor interface communication lines are
largely similar to that of the standard IO interface. But the time relations of
signals, since they reflect the external storage unit design features, vary for
different groups of equipment. Therefore, the minor interface is standardized
within the bounds of the same type of device (for example, magnetic tape storage
units of a particular class).

The channel--control unit--external storage unit communication system permits
several versions of mutual connection.

1. Channel--control unit--external storage unit. This is the simplest connection
scheme.

2. An external storage unit may be connected through a special control switch to
two or more control units, and the latter themeselves to one or more channels.
With such a connection, the possibility of access to a specific external storage
unit is ensured while bypassing a busy or malfunctioning control unit. The flex-
ibility and reliability of a system are enhanced, but a new unit, the control
switch, appears in the circuit in the process.

3. A control unit has independent circuits for connection to two channels or a
switch is used for the same purpose. This method allows two channels of one ma-
chine to operate with a specific external storage unit, and also allows several
machines access to one external storage unit, i.e. allows providing a common extent
of external storage for several computers joined into a system.

4. The most complex method of connecting external storage units, both in the
hardware and the software sense. It includes all features of the methods discussed
above.

Various schemes may be used for various types of external storage units with re-
gard to their functions and purpose in creating intricate computer complexes and
systems. In typical computer configurations in the Unified System, the third ver-
sion is now used mainly for connecting external storage units.

The scheme for organization of interaction between external storage units and the
machine considercd and adopted in the Unified System has the folowing advantages:

convenience and ease of programming with the presence of a large varlety of exter-
nal storage units, since the basic principles of organization are the same and
device-independent;

flexibility of changing the mix of external storage units in accordance with the
user's desire (variety of configurations of external storage), as well as the
capability of increasing within broad limits the composition of external storage
units without any changes in the processor and channels; :

the capability of maintaining system operating capability when units malfunction
with several paths for access to external storage units;

the capability of operation of several computers joined in a system with a common
extent of external storage; and
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standardization of control unit interface to a channel which permits moderniza-
tion and development of new external storage units and connection of them as part
of a computer system as they become available.

Prospects for Development of External Storage Units. An active quest is now in
progress to find ways of applying new physical principles in the storage of large
amounts of data by using laser technology, holography, optical and magnetic-optical
effects.

On the other hand, considerable progress in the development of microelectronics,
especially in the field of integrated storage circuits, charge-coupled devices,
cylindrical magnetic-bubbles and others, already makes it possible today to deve-
lop storage units competitive with equipment of lower level of external storage
units in terms of amount of data storable, throughput and reliability.

Despite this, the capabilities of traditional magnetic tape units are far from
exhausted.

Tape units are being improved in two directions: development of large-capacity
units and improvement in reliability and operating characteristics.

Efforts in the first direction should result in . = units with a higher recording
density, including through new methods of coding, that will permit a several-fold
increase in data capacity of a reel of magnetic tape and data transfer rate.

The second direction should result in a considerable extension of the gervice life
of the most critical unit elements, the magnetic heads, as well as elimination of

direct operator contact with magnetic tape thanks to the introduction of an auto-

matic tape loading mechanism.

A natural development of removable magnetic disk units is the development of units
with an increased data capacity of a pack which in the near future will be 200 and
300 megabytes. However, development of such devices even on a large scale will
exacerbate the problem of ensuring interchangeability of removable packs.

In connection with this, a promising direction in the development of units with re-
movable disk packs is the development of devices with removable modules in which
sets of disks are combined with magnetic heads. This design solution eliminates
the complex and laborious operation of alignment of magnetic heads, and substanti-
ally increases the capacity of the devices through a lower level of floating of
magnetic heads on the surface of a disk. The one-time amount of data storable in
such a subsystem of external storage may reach 20 gigabytes. These devices sub-
stantially increase reliability and facilitate system operation.

The next step in development of computer external storage is the so-called "mass"
storage that combines the basic positive qualities of both tape and disk units.

The capacity of mass storage units reaches 1012-1013 bits, data transfer rate is

800-900 kilobytes/second and maximum access time is no more than 15 s.

With virtual organizati::, for the user, this storage in parctice becomes online
direct access storage with very high capacity and corresponding time characteristics.
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Structural mass storage is represented in the form of a two-level hilerarchy:
automated storage and an executive buffer unit that is linked directly to computer
main storage. Information in the library is kept on sections of magnetic tape and
by requests is sent to or removed from the executive level through the write/read
apparatus. The executive level, the parameters of wirich are determined by through-
put, number of logical addresses, capability of virtual organization and other sys-
tem indicators, consists of disk units with a capacity of 100-200 megabytes or of
semiconductor storage units.

Optomechanical external storage units are arousing great interest. Their develop-
ment has become possible thanks to the evolution of laser technology. Optomechani-

- cal external storage units have a number of advantages over electromechanical; the
most important are: high surface density of data recording (on the order of

104-105 binary-coded characters/mmz), high data transfer rate and high data
capacity of the unit.

By method of data recording, optomechanical external storage units are divided into
two main groups: discrete storage units with bit-by-bit recording and holographic
storage units. The former are realized with media made in the form of disks or
bounded segments of tape, and the latter by the use of tape media.

A substantial improvement in computer characteristics can be expected in the near
future when these directions of development of external storage and other solutions
on its improvement are realized.

4.5. Input/Output and Data Preparation Units

Expansion of the nomenclature and improvement of the parameters of data IO devices
are major aspects in the development of the IO system that largely determine the
efficient and versatile use of computers. Operation of these devices is supported
by a complex of data preparation devices and development of them has also
received serious attention.

Despite the fact that a rsther broad nomenclature of IO and data preparation units
was developed for the YeS EVM-1 and that these devices are being successfully ap-
plied in the YeS EVM-2 too, efforts were continued both in the direction of improv-
ing the parameters of the devices developed earlier and in the direction of
developing new units.

10 and data preparation units were evolved in the following directions:
enhancement of rate of operation and reliability;

development of combined and grouped devices;

development of problem-oriented IO complexes; and

development of data preparation units oriented to magnetic media.

Given below are the major characteristics of the basic I0 devices that, on the one

hand, confirm the distinguishing features of the YeS EVM-2 devices, and on the
other, describe the new capabilities of their application.
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The rate of operation and reliability of the IO devices (the YeS-601l9 card reader
(USSR), alphanumeric printers YeS-7037 (USSR) and YeS-7039 (CSSR), typewriters and
printers YeS-7076 (Poland), YeS-7181 (CSSR), YeS-7183 (GDR), YeS-7186 (Poland) and
Ye8-7188 (Poland)), as a rule, were improved thanks to application of the new
principles of their operation.

Applied in the YeS-6019 card reader were feeding of cards by the narrow side in a
horizontal plane and a vacuum feed system; thanks to this, the card input rate was
1200 cards/minute. Data is read from cards having 45 and 80 columns. Also, the
card usage factor was increased several fold with the use of the vacuum feed system.

The principle of tape or chain printing which makes use of removable type began to
be used for line impact printers.

The use of the continuously moving print chain has allowed increasing the printing
rate, providing for high repairability through convenient and easy replacement of
both the individual sets of characters without additional mechanical adjustment and
the entire print carrier, and also using perforated paper with various formats.

The YeS-7037 prints 132 characters per line at 800-1000 lines per minute. The
YeS-7039 prints 160 characters per line at 1200 lines per minute.

The dot matrix principle is the basis for the serial printers and their mechanisms
(the YeS-7076, YeS-7181, YeS-7183, YeS-7186 and the YeS-7188) which provides a
printing rate of 180, 150 100, 180 characters/second and 200 lines/minute,
respectively.

The YeS-7902 (GDR and CSSR) and YeS-7903 (USSR) perforated tape 10 stations with a
read rate of 1000 and 1500 characters/second and a punch rate of 100 and 150 charac-
ters/second respectively were developed in place of individual perforated tape de-
vices. The introduction of these data stations allows reducing equipment cost and
power consumption and enhancing operating convenience.

Efficient use of computers in time-sharing modes is possible only with man-machine
interactive facilities. In connection with this, much attention was paid in deve-
loping the YeS EVH-2 to developing cluster units for data input from a screen and
output of it to a CRT screen that allow online communication with a computer.

Added to the YeS-7061 and YeS-7063 (Hungary), the YeS-7063 (CSSR), the YeS-7064 and
YeS-7096 (USSR) alphameric displays in use in the YeS EvM-2 were the YeS-7920 alpha-
meric cluster display station, which was developed with the participation of speci-
alists from the VNR [Hungarian People's Republic], the GDR, the PNR [Polish Peo-
ple's Republic], the USSR and the CSSR, and the YeS-7905 (USSR) cluster display
terminal for input/rtput of graphic information.

The YeS-7920 is designed for operation as an operator's console and as an informa-
tion display unit in various operating modes, for which several modifications have
been provided:

local cluster: YeS-7920-00, YeS-7920-01;
remote cluster: YeS-7920-10, YeS-7920-11; and
remote single: YeS-7920-20, YeS-7920-21.
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Table 17. Basic Technical Characteristics of Individual Units in the YeS-7920
Display System
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Table 17. [Continuation]

Key:
1. [Russian "EC" = English "YeS": 8. bits per second
2. 1interchange code 9. no less than 250 kilobytes/second
KOI [information interchange code] 10. 12 lines, 40 characters each
DKOI [decimal information 11. 24 lines, 80 characters each
- interchange code] 12. kilobits per second
3. buffer capacity, characters 13. serial by l4-bit words
4. display or printer format 14. no less than 66 characters/second
5. power consumption, VA 15. characters
6. weight, kg 16. parallel for print mechanisms
_ 7

. communications interface

The YeS-7920 cluster display stations enable a large number of operators to inter-
act with computers both in direct proximity to the machine and at a large distanc~
away from it (rcmote). Cluster local units are connected to the computer directly
through the selector, byte-multiplexer and block-multiplexer channels by the
YeS-7922-00(01) cluster control unit. In doing so, the YeS-7920 peripherals, the
YeS-7927 display and YeS-7934 printer (no more than 32 units), can be connected to
the cluster control unit at a distance up to 1200 meters.

The YeS-7920-10(11) cluster remote units, which contain the same peripherals and
have the same characteristics, are connected to s¢lentor, byte-multiplz:er and
block-multiplexer computer channels through a dat: transmission multiplexer, modems
and dedicated telephone lines by using the YeS-7921-00(01) cluster control unit.

The YeS-7920-20(21) single remote unit:s, which include the YeS-7925-00(01) display
and the YeS-7934-02 printer, are connccted to the same channels both directly and
through a data transmission mutliplexer in the case of remote use.

The main technical chatacteristics of the individual units in the YeS-7920 display
system are given in table 17.

The YeS-7905 cluster unit is designed for input/output of alphanumeric and graphic
information in the real-time mode with automated design of documentation.

The YeS-7905 unit includes:
the YeS-7565 cluster control unit; and

the YeS-7065 display console which consists of a display and plotting unit for
input of graphic information with a 400 X 400 mm working field.

Each YeS-7565 cluster control unit can be connected to two to four YeS-7065 display
consoles at a distance of no more than 500 meters. The main technical data for

the display are given in table 18.

Problem-oriented complexes which have begun to be developed in place of individual

two-coordinate graphic units allow broad functional capabilities of the Unified
System. Problem-oriented complexes are built with the application of minicomputers
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and function both autonomously and as part of the models of the Unified System.
Four such complexes have now been developed: the YeS-7907 (CSSR), the YeS-7908
(USSR), the YeS-7941 (CSSR) and the YeS-7942 (CSSR). The first two complexes are
designed for IO of graphic information, and the latter two for performing graphic
design operations and technological production operations, respectively.

Table 18. Basic Technical Data for the YeS~7065 Display Console

Characteristics Parameters
working field, mm 250 X 250
number of addressable raster units 1024 X 1024
character code DKOI [decimal information interchange code]
number of brightness levels 2
number of characters in a line:

basic size 74

extended size o 49
number of lines for characters

basic size 52

extended size 35
maximum number of characters on the screen : 2100

Data preparation units were developed further in the YeS EVM-2. These include:

the YeS-9004 (Bulgaria) unit for preparing data on magnetic tape with a recording
density of 32 characters/mm;

the YeS-9111 and YeS-9112 (CSSR) individual units for preparirg4 data on floppy
disks for one or two work places;

the YeS-9113 (Bulgaria) unit for copying data from floppy disk to magnetic tape
with a width of 12.7 mm;

the YeS-9003 (Bulgaria) multiconsole system for preparing data on magentic tape
with 16 operator consoles;

the YeS-9006 (Bulgaria) cassette system for preparing data on magnetic tape
with eight operator consoles; and

the YeS-9150 (Poland) cluster system for preparing data on magnetic tape with up
to 32 operator consoles.

The new units in this class are oriented mainly to magnetic media: standard and
cassette magnetic tapes and magnetic disks.
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Chapter 5. Means of Organization of Computer Systems

A distinguishing feature of phase-two computers in the Unified System is the build-
ing on their basis of different computer systems that offer the user new capabili-
ties and are characterized by high efficiency.

These systems include first of all those with virtual organization of main storage.

In shared-use systems, the Unified System is supported by software and hardware for
data teleprocessing facilities (facilities for organizing the mode of time sharing
of the processor, local and remote terminals with the capability of independent ac-
cess to a computer, data transmission equipment, data transmission multiplexers,
etc.).

Complexing facilities included in the models for building computer systems meet the
increased requirements for throughput and reliability and join computers at the
levels of common main and common external storage.

There are two types of complexing of computer systems, multiprocessor and multima-
chine, which differ in the level of computer coupling, software and hardware.

5.1. Multiprocessor Systems

A multiprdcessor system presupposes two Oor more processors, each of which is con-
trolled by a common operating system. Each processor has access to a common main
storage and to all or some of the IO devices.

Complexing of several processors at the level of common main storage is suppor ted
by facilities of multiprocessor operation or multiprocessing facilities.

Multiprocessing facilities include a permanentiy allocated area assigned to each
processor in a common main storage, prefixing, interprocessor signaling and time-
of -day-clock synchronization.

The structure and purpose of the fields of the permanently allocated area of
storsge are discussed in chapter 2.

Prefixing. Since each processor ina multiprocessor system has its own permanently
allocated storage area, these areas are allocated within the bounds of the common
extent of main storage by using the hardware mechanism of prefixing, i.e. the
storage area with addresses 0-4096 is displaced by the value of the prefix assigned
to each processor.

The mechanism of translating addresses by using a prefix allows achieving the
minimum mutual effect of the processors operating with a common extent of main
storage.

All addresses subject to translation by the prefixing mechanism are referred to as
‘real. Storage addresses not subject to this translation and all translated addres-
ses, whether or not they are changed, are referred to as absolute. As a result of

the computation of the absolute address, real addresses 0-4095 are increased by the
value indicated in a 12-bit prefix register. Two new instructions have been
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provided for operating with the prefix in the YeS EVM-2: SET PREFIX and STORE
PREFIX. During execution of the first instruction, a 12-bit value located in bits
8-19 of the second operand is stored in the prefix register. During execution of
the second instruction, the contents of the the prefix register is stored at the
address of the second operand which specifies a 32-bit storage location. In this
case, zeros are put into bits 0-7 and 2-31, and the prefix value is placed in bits
8-19. ‘

Prefixing is effected in the multiprocessing mode, does not depend on the control
mode and does not alter the address where it is generated. The address is changed
by using the prefix in the storage control unit immediately before referencing.
For this purpose, the storage control unit contains circuits for analysis of the
incoming main-storage reference addresses, as a result of the operation of which
the addresses are either translated (table 19) or remain unchanged.

Table 19.

Storage

Address

Bits Value of Bits . Actions in Translation

8-19 equal to zero replaced with the prefix
_ 8-19 equal to the prefix replaced with zeros
_ 8-19 not all zeros and not equal to the prefix remain unchanged

20-31 in all cases remain unchanged

The essence of translating storage addresses can be understood proceeding from the
purpose of prefixing: allocation of a permanent directly addressable area of
storage of each processor within the bounds of a common extent of main storage.

Interprocessor Signaling. In addition to exchange of large amounts of data or
their joint use in a multiprocessor system, there must be direct communication be-
tween the processors to exchange control information. This necessity may occur in
many cases, for example when a processor has to start or stop another processor,
and also stop or interrupt its operation. A special instruction, SIGNAL PROCESSOR,
has been provided in the YeS EVM-2 to organize communication on control information
between processors, in addition. to the instructions READ DIRECT and WRITE DIRECT.
This instruction, format RS, specifies the address of the processor with which
communication has to be established, the code of the order being called and the
result of execution of the order.

The address of the processor with which communication is being established is
placed in a general register. The number of this register is specified by the
third operand in the field R, of the instruction (see fig. 2). The address of each
processor is fixed and assighed during assembly of the special switch of the
control circuits intended for this.

The order codes are specified in bits 24-31 (see table 20) in place of the address
- of the second operand specified by fields B2 and D2 of the instruction.
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Table 20. Orders and Codes for Communications among Processors
Codes Orders Order Function

0000 0000 unassigned

0000 0001 sense obtain information on status of called processor

0000 0010 external call generate an external interruption with the ex-
ternal call order at the addressed processor.
The code and address of the processor sending
the signal are stored when the interruption
occurs.

0000 0011 emergency signal generate an external interruption with the emer-

) gency signal order at the addressed processor

0000 0100 start addressed processor is placed in operating state

0000 0101 stop addressed processor is placed in stop state

0000 0110 restart addressed processor performs restart function

0000 0110 initial program reset effect initial program reset at the addressed
processor, i.e. reset of processor and all
channels

0001 1000 program reset program reset at addressed processor, i.e. reset
of processor and channels. Differs from preced-
ing in that other control information must be
reset in this case

0001 0000 stop and store status place addressed processor in stop state and
store status after that

0010 0000 initial microprogram perform program reset and after that start

' load [IMPL] initial microprogram load if provided for in

model

0011 0000 initial CPU reset perform initial reset of addressed processor

0100 0000 CPU reset perform reset of addressed processor. Differs
from preceding in information that must be reset

0101 0000-

1111 1111 unassigned

In response to the sense order, the addressed processor issues information on its

status, stored in the general register designat~d by the

PROCESSOR instruction. The status conditions and their bi

field of the SIGNAL
positions in the regis-

ter in which they are stored are given in table 21.

Accepted or rejected orders at the addressed processor by the SIGNAL PROCESSOR
instruction are confirmed by storing of the corresponding condition code and status

condition by the issuing processor.

Clock Synchronization.

»

Each processor in a multiprocessor system may have its own
time-of -day clock or all processors may share a clock.
‘accesses only one clock.

In any case, a processor

When more than one clock exists in a system, they must be

synchronized so that all programs obtain the same time readout.

The clock synchronization facility together with the operating system supervisor en-
that time-of-day clock readouts appear as if one clock were used, irrespective

sure
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Table 21. Status Conditions for Indication of Response to an Order

Register
Bits Status Condition Definition
0 equipment check malfunction of addrssed processor that

- affects only execution of this instruction

: 1-23 unassigned (zeros)

_ 24 external-call pending addressed processor has not yet completed
processing of interrupt with external call
because of processing of previously issued

‘ SIGNAL PROCESSOR instruction
) 25 stopped addressed processor is in stopped state
26 operator intervening operations from console in progress at
addressed processor
27 check stop addressed processor is in check-stop state
28 not ready required microprogram not loaded at
addressed processor

) 29 unassigned (zero)

30 invalid order addressed processor received invalid order
or order has not been implemented
31 receiver check malfunction in addressed processor that

may have affected generation of other
status conditions

of whether a clock is used in one or more processors. The operation of them con-
sists in the fact that they simultaneously change the contents of low-order bits of
all clocks. In addition, they ensure that a clock is started by another. Lack of
synchronization is considered a disruption to the operation of a multiprocessor sys-
tem and causes an external interruption.

These multiprocessing facilities are governed by the principles of operation of the
YeS EVM-2 and presuppose the capability of organizing multiprocessor operation. To
implement this capability in each specific model, it is necessary to provide for
equipment that provides access by a processor to the main storage of another, and

- vice versa, i.e. access by each processor to a common extent of main storage. Orga-
nization of this access varies and specific implementation of it largely determines
the efficiency of operation of a multiprocessor system. By topology of communica-
tions between the main resources, there are now several types of organization of

= multiprocessor systems. The main ones are:

systems with a common bus;

systems with a cross switch; and

multiple bus systems.

Organization of multiprocessor systems with a common bus is based on the principle
of connecting all system resources through a common bus. Information is transferred

between processors, 10 channels and independent blocks of main storage through the
common bus with time sharing.
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Such organization is noted for simplicity of implementation, flexibility, conven-
ience of adding on additional resources, standardization, simplicity of interfaces
of the individual devices and low cost of switching equipment. Also, because of
time sharing of transfers, the problem of conflicts and protection of information
is essentially solved since each unit monopolizes the bus from start to end of the
transfer.

At the same time, such systems have a number of shortcomings, among which the main
ones are long time delay in data transfer and relatively low system reliability.

The data transfer delay increases as the load increases, i.e. as additional units
are connected. This is due to time-sequential transfers and the need of additional
time for identification of the unit establisging communication and for organization
of communication. The low system reliability compared to that of other types of
systems stems from the operation of the common bus being provided for by one con-
trol unit.

It should be noted that these parameters may be improved by dividing the common bus
into two or more and such systems have already emerged in design practice.

Organization of systems with a cross switch is based on a switch matrix with spatial
division that allows connecting uniport devices with each other in any combination.
In this system, the transfer rate is higher than in the common bus system since the
processors can access storage over several paths. The system with a cross switch is
somewhat less flexible than the common bus system, yet this system can grow to a
sufficiently large extent and this is governed by the amount of equipment of the
switching matrix. The switching matrix device is separate functionally from the
main equipment and may be used to interface IO channels with a processor that has to
communicate with a peripheral at a given time. Conflicts arising between processors

- during reference to main storage are resolved by special apparatus placed in the
swicthing matrix. The relatively high functional complexity and cost of the switch-

) ing equipment for this system should also be noted. To organize operation on the

- order of 10 processors with a common extent of main storage, the amount of apparatus
of the switching matrix is commensurate with the amount of equipment of one proces-
sor.

For their organization, multiport multiprocessor systems make use of main storage
units with multiple ports or units for interprocessor communications that allow ex-
panding the number of ports to storage. Just as the preceding system, multiport
multiprocessor systems have a high data transfer rate and high reliability through
the capability of organizing several paths of access to main storage. Also, there
is less switching equipment and consequently lower cost. At the same time, the
add-on capability in this system is limited to the number of main storage ports.

Selection of a particular organization of multiprocessor systems is governed both by
their purpose and the structure of the components, especially the processor.

The architecture of the Unified System of Computers is designed both for building
both general-purpose large-scale and economic single-processor models and for build-
ing multiprocessor systems that maintain these qualities. The logic structure of

the processor, channels and main storage of the Unified System makes it possible to
organize, as a rule, multiport multiprocessor systems and systems with cross
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Fig. 28. Dual-Processor System with Common Extent of Main Storage

switching. These systems may be built, for example, on the base of models

- YeS-1035, YeS-1045, YeS-1060 and YeS-1065. A common bus is used in the YeS-1015
computer; a multlprocessor system can be built that enables data transfer through
this bus with time sharing.

Two possible configurations for a dual-processor system with a2 common extent of
main storage based on Unified System models are shown in fig. 28. '

Shown in (a) is a multiport multiprocessor system in which multiport storage adap-
ters are used for switching of data buses. The storage adapters can be physically
placed in both the main storage unit and in the processor. In both cases they per-
form the same role: they expand the number of main storage ports and resolve con-
flicts between the processors during reference to main storage.

Shown in (b) is a multiprocessor system in which a device for interprocessor com-
munication (UMS) is used for processor communication with main storage. This func-
tionally independent unit may be implemented in the form of both an adapter that
expands the number of main storage ports and a switching matrix. An interprocessor
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communication unit affords great system flexibility and at the same time allows
releasing the computer from superfluous equipment when the single-processor
vergion is used. ’

The logic structure of the processor imposes specific requirements on the organiza~
tion of data transfer control in a muitiprocessor system. In the YeS EVM-2 proces-
sors, especially rigorous requirements are imposed by buffer storage, protection
key storage and the apparatus of dynamic address translation in organizing virtual
storage. The presence of these facilities, located in the storage control unit,
requires an exchange of control signals between the two processors, by which speci-
fic actions are performed in the storage control unit for one processor intiated

by the other. These actions include:

- establishing of invalidity of data in buffer storage;
executing operations with storage keys; and

establishing invalidity of information in the translation-lookaside buffer.

Since in a multiprocessor system, main storage is common and buffer storage of
each processor contains data that are copies of data of some areas of main storage,
when the data in these areas are altered by a processor, the data must be deleted
in the buffer storage of the other processor. These actions are performed in a
manner similar tot he actions for establishing the invalidity of data in buffer
storage in writing data to main storage by IO channels in a single-processor

system (see section 3.2).

Main storage protection keys may be placed in both the storage unit itself and in
the processor. In the first case, no special difficulty occurs in organizing
operation with protection keys in a multiprocessor system. But quite often, com-
puter structure organization requires placing storage protection keys in the pro-
cessor. In this case, in organizing a multiprocessor system, the operations with
storage keys, SET STORAGE KEY, INSERT STORAGE KEY and RESET REFERENCE BIT, must be
executed in all processors. In executing these modes, real addresses, storage
protection keys and operation flags must be exchanged between all processors.

To speed up the mode of translation of a virtual (logical) address into a real ad-
dress, a translation-lookaside buffer is used in the processor. Each location of
the translation buffer contains the logical address of a page, the real address of
the page corresponding to it and the storage protection key for this page. Full
translation (using tables) is performed only when the first reference is made to
some page and the result of the translation is placed in the translation buffer.
Subsequent references to this same page do not need full translation since the
real address for the corresponding logical address and the storage protection key
can be fetched from the translation buffer.

In a multiprocessor system, if a page-table entry is changed or storage protection
key of some page is changed in a processor, the information in the corresponding
4 location of the translation buffer in which the real address of this page is found
must be deleted in all processors. For this purpose, exchange of control signals
between all processors must also be organized.

The capacity of common main storage in multiprocessor systems based on Unified Sys-
tem models varies but is no more than 16M bytes. Also, it must have the capability

96

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4

FOR OFFICIAL USE ONLY

of being changed in event some logical block of storage malfunctions. The neces-
sary control facilities have been provided to specify the required capacity of
common storage and to reconfigure storage in event a block malfunctions. These
controls are on the computer control consoles or on special panels for the multi-
processor system.

Thus, these multiprocessing facilities and hardware facilities for organizing the
common extent of main storage in conjunction with the operating system allow build-
ing multiprocessor systems with efficient organization on the basis of Unified Sys-
tem computer models.

5.2. Multimachine Systems

Multimachine systems are basically two-machine computer complexes (VK) based on
series computers that are united for joint operation by one or more complexing fa-
cilities. In contrast to multiprocessor systems, multimachine systems have no com-
mon extent of main storage and each computer that is part of the complex is con-
trolled by its own operating system.

Computer complexes are intended for solving a broad range of information, computing
and administrative problems in the modes of multiprogram batch processing, real
time and shared use through communication channels. They are used as the central
link in data processing at the top levels of automated management systems as well
as in systems for acquiring, storing and processing large files of information.

Within the Unified System of Computers, there are now the VK-1033, the VK-2R-35,
the VK-2R-45 and the VK-2R-60 computer complexes built, respectively, on the base
of the YeS-1033, YeS-1035, YeS-1045 and YeS-1060 computers.

- Configuration of Computer Complex. Each of these computer complexes has its own
complement of equipment in accordance with its purpose and makes use of various
complexing facilities; nevertheless, they are all built on the same principle that
allows forming a generalized configuration of a computer complex based on Unified
System models (fig. 29).

Each computer in the complex has a central processor (TsP), main storage (OP), one
or more byte-multiplexer channels (MK), a group of selector or block-multiplexer
channels, a set of IO devices linked to a multiplexer channel through a logic re-

- peater (RTL), a set of external storage units and a set of channel-to-channel
adapters (AKK). Each line of external storage units consists of a control unit
and the storage devices served by it.

The processors communicate through the computer complex control unit (UuvK), and

the main storage units for the first and second computer through the chain of the
first computer's IO channel, the channel-to-channel adapter and the second compu-
ter's I0 channel and vice versa.

In the configuration of a computer complex, one can allot external storage units to
be accessed by just one computer and units to be accessed by both computers in the
complex forming a common extent of external storage. In fig. 29, the common extent

of external storage is formed by the group of lines of magnetic disk storage units
. and the line of magnetic tape storage units in each computer. In doing so, two
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unit]

8. MK [multiplexer channell]

9. UV [IO0 devicel

0. RTL [logic repeater]

Fig. 29. Generalized configuration of computer complex based on models of Unified
System of Computers

lines of the group of common magnetic disk storage units of each computer are used
as alternative access for the unlike selector channels of both computers, and one "
line for like channels.

Each computer usually uses its own exiernal storage units to store the operating
system and the programs used often and most important for operation. The common
units are used to store the input batch of jobs and data files containing both in-
- .formation for common use and information needed to organize the interaction of both
computers in the complex and the backup to replace a computer that has gone down.

One group of channel-to-channel adapters is used for intermachine communication
within the complex effected through an IO interface of like channels of each compu-

- ter, and two other groups afford communication for the first and second computer,
respectively, with other similar computer complexes.

This structure of multimachine systems stemmed from the need to meet the main re-
quirements for such systems: ensure continuous functioning of the computer complex
with high reliability. Computer complexing raises the reliability of a computer
complex not only through the backup to the main equipment that allows switching
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computers during failures, but also through backup storage of vital data in compu-
ter storage and the magnetic disk and tape storage units used jointly by both com-
puters. Computer complexing also allows achieving higher throughput than the
throughput of one computer when the complex functions in the mode of distributing
tasks.

The system throv,hput of each individual computer in the complex is a function of
the processor load which is governed by the size of main storage and the number of
I0 channels. The structure of the computer complex makes it possible to have for
each computer the largest size of main storage and the maximum number of IO chan-
nels defined for a specific model. This enables achieving a high level of multi-
programming, a high degree of reactivity of the operating system and an extension
of the degree of overlap of IO operations for various programs in various I0 chan-
nels. This results in a considerable increase in the number of programs ready for
processing by the processor which leads to an increase in its load and the computer
throughput.

Large amounts of data to be processed and the requirements for problem solving time
in ASU [automated management systems] have determined the availability in the com-
puter complex of external storage with considerable capacity and rather high speed.
The Unified System architecture allows solving this problem both by connecting
large-capacity units and by increasing the total number of units.

Computer Complexing Facilities. Meeting the main requirement of a computer com-
plex, ensuring high reliability of operation, imposes a number of additional re-
quirements on the organization of the structure and the composition of the complex
equipment.

Thus, for gontinuous functioning of a computer complex when the main computer
solving the main problem in the complex goes down, there must be provided the ca-
pability of replacing it by a backup that while switched on does not assume the
load, but only "keeps track' of the operation of the main computer.

During operation of the complex, loss of input messages, intermediate results and

statuses is impermissible. To prevenc this, the dependent computer has to be able
to assume part of the load of the host computer, i.e. both computers must have the
capability of solving some common problem, exchanging results of computations and

control information.

The requirement of preventing a malfunctioning computer from affecting the opera-
tion of the complex, restoring it without interrupting complex operation or per-
forming scheduled preventive maintenance, as well as the presence of problems that
must be solved simultaneously and independently in each computer in the complex
dictate the necessity of dividing tha complex in these cases into two independent
computers.

To meet these requirements, the computer complex must implement the mode of hot
standby, distribution of tasks and independent functioning; the assignment of modes
and the shifting from one to the other must be effected both by software to achieve
the highest efficiency and by the manual mzthod. The latter is needed for an emer-
gency change of modes at the option of the complex operator, for example, in case

a complex computer fails when it not only cannot change the complex operating mode,
but cannot even message its status to the other computer.
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To implement manual control of computer complex modes, there must be provided with-
in the computer complex a computer complex control unit that is built into the line
for exchauge of codes of control information and equipped with mode controls and
indicators that record the status of the complex as a whole and each computer
separately.

When computers are united into a complex, facilities for intermachine exchange
must be provided. Change of modes must be effected by the transfer through some
line of a control code from the computer acting as the host to the other machine
in the complex and the correspondingresponse from the latter.

Cases of exchange between complex computers not only of codes, but also of files
of control information are frequent. This necessity arises, for example, when
changing from the mode of distribution of problems or independent functioning to
the mode of hot standby. For this, the capability of rapid exchange of consider-
able portions of information must be provided in the computer complex.

The modes of hot standby and distribution of problems require both complex compu-
ters to access the same programs and data files located on some common external
storage unit. Therefore, there must be facilities in the computer compiex to pro-
vide each complex computer free access to some of the external storage units.

The majority of these requirements are met by facilitiee that allow joining two
Unified System computers at the processor level by direct control, at the external
storage unit level by using a two-channel switch, and at the IO channel level by
using a channel-to-channel adapter; each complexing level operates under the con-
trol of corresponding software.

Direct control facilities ensure rapid communication through the standard direct
control interface between central processors by using the special instructions,
WRITE DIRECT and READ DIRECT, and the mechanism of external interruptions. Direct
control facilities are used for rapid exchange of small emounts of data which are
usually control or synchronizing information.

The channel-to-channel adapter is connected to two IO channels, using the standard
I0 interface for the Unified System. It is intended for exchange of control infor-
mation, but its main function is exchange of data files at a rate close to the

rate of opeiation of the channels.

The channel-to-channel adapter can physically be integrated into the IO channels
(the YeS-4060 in the YeS EVM-1) or be a structurally standalone unit, which is the
case for the YeS-4061 used in the YeS EVM-2 that contains two functionally
independent adapters.

The YeS-4061 channel-to-channel adapter operates in the burst mode with maximum
throughput on the order of one megabyte/second. For each IO channel, the adapter
connected to it responds to channel requests, and accepts and decodes channel cou-
mands just like any peripheral control unit, but it differs from it in that these
commands are used to provide communicaticn between channels and synchronization of
their operation. Thus, during communication of two computers using the channel-to-
channel adapter, any one of the computers is considered ar external unit with re-
spect to the other. The adapter functionally consists of two exchange control
units connected to each other by signal lines.
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In contrast to the YeS-4760, the YeS-4061 channel-to-channel adapter can operate

in two modes: 1in the compatibility mode, i.e. in the YeS EVM-1 mode, and in the
expanded mode, in the YeS EVM-2 mode. In the latter mode, the YeS-4061 has certain
features compared to the YeS-4060:

new commands are introduced: MODIFIED IDLE, SENSE STATUS BYTE and WRITE END OF
FILE;

the sensed status byte is introduced which allows defining in detail the nature of
a malfunction situation that has occurred in the adapter;

- the additional indicators of ADAPTER CHECK and SPECIAL CASE are introduced in the
status byte;

mandatory processing of the interruption condition is effected for the indicator
ATTENTION which prevents exchange of information with random matching of commands;

the status NOT READY is introduced and used to inform a channel that the adapter
is not ready for operation.

The two-channel switches enable connecting an external storage control unit to two
channels of different computers, forming thereby a common extent of external stor-
age on the units connected to them. The mutual effect of computers in accessing
an external storage unit belonging to the common extent of external storage is
eliminated by reserving the device for the time of its operation with a given
channel and releasing it after completion of the operation with the channel.

The levels of device reservation differ for the units that control disk storage
and tape storage. The command RESERVE DEVICE for disk storage control units re-
serves one storage unit connected to it, but for tape storage control units, the
control unit itself is reserved, i.e. all devices connected to the given control
unit are reserved. The instruction RELEASE DEVICE is intended to release the
reserved units.

When computers are united into a complex, the problem arises of creating facilities
for centralized control needed .u organize expeditious control of the complex to
make the fullest use of its resources and increase its readiness. In developing
centralized control facilities, a compromise between software and hardware solu-
tions is expedient. The computer complex control unit is a hardware facility for
centralized control that supplements and expands the corresponding software control
facilities.

The computer complex control unit is intended for assigning modes of operation of
the computer complex, indication of its status and performing the functions of
operator consoles for both computers that are part of the complex. It enables
performing the following functions:

manual switching of the computer complex to the required mode of operation;
specification of the functional states of each computer included in the complex;

receiving from a computer and sending to a computer the functional states of a
computer;

indication of the modes of operation of the complex;

indication of the functional state of each computer in the complex;
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automatic audible and light signalling in event of malfunction of at least one
computer in the complex or during emergency disconnection of power when power sup-
ply malfunctions for any computer and the control unit itself;

computer power on/off;

power status indication;
processor status indication;
initial program loading; and

external interruption of program.

The computer complex control unit is connected to the two processors through a
standard interface for direct control and is structurally a standalone unit.

Computer Complex Operating Modes. It is evident that computer complex operating
modes are determined as a function of a large number of factors: restrictions on
time for solving problems, required validity of results of their solution, current
status of complex hardware and other operating conditions. In the process, the
meaning incorporated in the computer complex operating modes and computer func--:
tional states is determined by the specifics of the ASU [automated management sys-
tem] in which the computer complex is used. In exactly the same way, the specifics
of the ASU is taken into account in the specific interpretation of the control sig-
nals and response signals to them that are generated by software or by using the
controls on the computer complex control unit and transmitted between computers or
to both computers when a change in the functional state of the computer complex is
required. The possible computer complex operating modes are listed in table 22

and a most general description of these modes is given.

Table 22 Functional States
Modes Computer 1 Computer 2 _
1 working backup
backup working
2 working parallel
parallel working
3 working auxiliary
auxiliary working
4 independent independent
5 working standby
standby working
6 independent working
working independent

Mode 1. Used when the dynamics of the control problems require expeditious connec-
tion of the standby computer and maintenauce of past history of control. In this
case, both computers in the complex execute the same job, but the results of oper-
ation of the backup machine are not output (biocked), and are used only for a
check comparison. Connecting the standby machine consists in blocking the working
computer and unlocking the output of the backup machine.
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Mode 2. Used to get over overloads on the working computer that may occur, for
example, when control algorithms are changed so that the time of processing cer-
tain jobs on the working computer will be extended.

The working computer can keep track of its own load; for example, it counts the
number of jobs in the queue for processing. When a certain critical load factor

is reached, the standby computer is readied for the mode of parallel operation.
With the onset of an overload, the standby computer assumes part of the load on the
working computer, operating in parallel with it, and after the overload is worked
off, it may switch, for example, to the backup mode.

Mode 3. In this mode, both computers handle control problems, but the working com-
puter solves the main, basic problems of the ASU, while the standby computer pro-
cesses control problems of an auxiliary nature, for example, some preprocessing of
jobs.

Mode 4. In this mode, the computer complex is essentially split into two eeparate,
independent computers operating under completely different programs and processing
individual problems.

Mode 5. In this mode, the working computer handles all ASU problems, and the
standby computer may be either in the waiting mode or the test check mode.

Mode 6. In this mode, one complex computer (the working one) processes all ASU
problems, and the second solves problems not associated with control.

In all complex operating modes, the capability of switching one complex computer
to the state for preventive maintenance or repair has been provided for.

The functional capability of the computer complex operating modes is governed to a
considerable extent by both the capabilities of the operating system for each com-
puter and by the capabilities of the software developed for a specific ASU.

In the YeS EVM-2, to support the computer complex operating modes, the operating
system includes complexing facilities that provide for:

program control of the direct control facilities;

program control :of the operation of the channel-to-channel adapter;

program control of the common extent of external storage on magnetic disks; and
program control of the common extent of external storage on magentic tapes.

These software facilities are discussed in detail in chapter 7.

5.3. Data Teleprocessing Hardware

One of the most effective ways of meeting user system requirements now is the de-
velopment and application of facilitie; for remote processing of data. Modern de-
velopment of information and computing systems and control systems is characterized
by extensive use of data teleprocessing. The number of automated data processing

systems in which teleprocessing is the main component of operation with data is
increasing.
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Fig. 30. Diagram of teleprocessing of data in the Unified System of Computers

Key:
1. processor 5. UZO [error protection devicel
2. main storage 6. APD [data transmission devicel
3. IO channel 7. AP [terminall
4. MPD [data transmission S1, S2, S3 -- junction interfaces

multiplexer]

- In the program for the Unified System of Computers, a central problem is that of
developing the hardware and software for data teleprocessing systems and networks
that provide the capability of distributed processing. It should be noted that
the modular structure of the Unified System of Computers and the availability of
interfaces at various functional and structural levels provide the necessary pre-
requisites for establishing systems for various purposes, primarily shared-use
systems with a developed network of remote terminals and systems for intermachine
exchange of data.

In the broad senée, data teleprocessing facilities (STD) using a computer include:

- the teleprocessing hardware proper (data transmission multiplexer, data transmis-
sion equipment, terminals);

communication systems (telephone and telegraph_ channels, radio relay lines and
others); and

the software.
This section covers hardware; the software is described in chapter 7.

Fig. 30 shows the basic diagram of the data teleprocessing system adopted in the
‘Unified System of. Computers. The data transmission multiplexer (MPD), connected
to an IO channel, a multiplexer as a rule, through a standard interface controls
the transmission and partial processing of information from a computer to termi-
nals and back. If the level of processing of transmitted information increases,
the MPD moves up to the rank of a data teleprocessing processor (PTD). A PTD
allows reducing the load on the central processor. The YeS-8371 communications
processor (Poland, Bulgaria) is an example of a PTD in the Unified System.:

Data transmission equipment (APD) is designed to join logical discrete devices,
| data transmission multiplexers and terminals, to communication channels.
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Terminals (AP) transmit information to a computer and receive data from it. If a
terminal preprocesses data received and transmitted, it is called an intelligent
terminal. -

Logical channels for communication are classed as switched and dedicated. The
latter include the physical lines enabling regional transmission of data.

For dedicated communication channels, permanent electrical communication is main-
tainea between a computer and the terminals. Switched communications implies that
both the computer and the terminals are subscribers to some switched communication
system (the telephone, for example). To establish communications, either the com-
puter or the terminal must give the communication system the required address (num-
ber) of the subscriber being called.

By a physical communication line is meant wire, cable communication between the
computer and terminal without use of state-wide (and departmental) telephone-tele-
graph communication channels. As a rule, physical lines operate within the

bounds of some region.

If one channel connects a computer with one terminal, such communication is called
single-point. One channel may connect a computer with several terminals too, so-
called multipoint communication, under which terminal-terminal exchange is possible
without use of a communication channel.

There are three modes for transmitting data over communication channels:

simplex (transmission in one direction only);

half-duplex (alternate transmission in two directions); and

duplex (simultaneous transmission in two directionms).

There is also a special transmission mode, when service information is transmitted
(at a rate of 75 bits/sec) over the return channel at the tdame time in the half-
duplex data transmission mode.

The validity of data transmission over communication channels is on the order of

10-3. Therefore, in a data teleprocessing system, effective checking and recovery
of transmitted information is performed at both the hardware and software levels.
The main method of obtaining correct data is the method of retransmission when
errors are detected. Various types of hardware checking are used to detect errors
(parity check, cyclic codes, check sums and others).

Two-wire and four-wire channels are used in communications. The latter are used in
duplex transmission. There is also a version of duplex transmission over a two-
wire channel that incorporates additional equipment for separating the forward and
reverse channels.
Data transmission equipment mainly includes the following:

- modems and signal converters (UPS);

calling units (VU) for switched communication lines; and

error protection devices (UZO).
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Key:
1) 1. o0oD [data processing equipment]
E;&x €2 c&%)pr 2. junction s2 (series 100)
a - (Cepun 100) 3. junction sl
Kguan 4. communications channel
0 congu (4) 5. junction 52 (series 200)

6. VU TF, VU TG [telephone and
telegraph call units]

Fig. 31. Diagram of connection of call units

Data transmission equipment is classed as low-speed toO 200 bits/s (over standard
telegraph channels), medium-speed to 4800 bits/s (over voice-grade channels) and
high-speed of more than 4800 bits/s (over wide-band channels).

Modems convert the binary gignals from a terminal (MPD or AP) into the modulated
signals sent on & communications line. Reverse conversion occurs for receiving.

A typical representative of the family of modems is the modem 200 (YeS-8001,
Bulgaria, USSR, Romania) used for synchron~us OF asynchronous duplex transmission
over voice-grade channels at 200 bits/s. Frequency modulation is used. Logical

1 and O are transmitted on the forward channel at 980 and 1180 Hz, and on the re-
verse channel at 1650 and 1850 Hz. During transmission, the frequencies are mixed,
and separated by filters upon reception. The frequency of 2100 Hz is used for
automatic call.

Differential phase shift modulation (single, doube and triple) is used for modems
2400 and 4800. In single modulation, the information bits 1 and O are coded by the
two phases 0° and 180°%; in double, 2 pair of bits (a dibit) is coded by four values
of the phase; and in triple, 2 group of three bits is coded by eight values of the
phase. There are experimental modems with 16-phase coding. lodems allow service
telephone conversations when data is not being transmitted.

Communication is possible up to 13,900 km over telephone lines with retransmission.
The number of retransmitters depends on the transmission rate. For the YeS-8010
at 600 or 1200 bits/s, the number of retransmitters ig 12, and at 2400 bits/s, 6.

Physical lines are used in a 1imited region. To match terminal equipment to the
physical lines, the YeS-8027, YeS-8028 and Ye$-8029 low-level signal converters
(UPS NU) are used. Line length depends on the transmission rate. Thus, for the
YeS-8028:

two-wire line, duplex mode, 2400 bits/s--10 km;
four~-wire line, duplex mode, 2400 bits/s--14 km;
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and a four-wire line, duplex mode, 4800 bits/s--7 km.

To establish communication over switched lines, one uses telephone and telegraph
call units (VU TF and VU TG) connected to data processing ‘equipment according to
the diagram shown in fig. 31.

Unified System data transmission equipment includes the YeS-8122, YeS-8135 and
) YeS-8140 error protection units designed to raise the validity of transmitted data.
- An UZO [error protection unit] is connected between the OOD [data processing equip-
ment] (junction S3) and the modem (juvnction S1). This unit organizes transmission
of data in blocks with cyclic checking. Different generating polynomials are used
for checking:

for the YeS-8135: X16 + le + XS + 1; and

24 23

for the YeS-8140: X + X7 + X6(X7) + Xa( 2

) + X0+ 1.

The polynomial for the YeS-8140 is reorganized for two versions.

%

When an error is detected, a request is made to repeat the data transmission.

10-3, the error protection unit provides for overall validity of 10-7. The size
of the buffer storage for the YeS-8135 enables data transmission to 13,900 km
(at 2400 bits/s) and to 6,000 km (at 4800 bits/s).

Data transmission multiplexers are connected to Unified System computers through a
standard IO interface. With a two-channel switch, a data transmission multiplexer
can be connected to two multiplexer channels of one or two computers. The data
transmission multiplexer operates according to the channel programs generated in
computer main storage. The data transmission multiplexer establishes and discon-
nects communication with a remote terminal, transmits data with checking from and
to a computer, provides a response to control symbols and generates corresponding
control information to implement algorithms for data exchange.

If a data transmission multiplexer has sufficiently developed facilities (software)
to preprocess data and control the data transmission network, then as mentioned
earlier, it belongs to the category of communications processors or data
teleprocessing processors.

Another variety of these units are the so-called remote data transmission multi-
plexers that allow economizing on communication channels. The YeS-8421 (Hungary)
remote data transmission multiplexer can combine low-speed communication channels
into one high-speed and vice versa.

Let us briefly discuss the principle of operation of a data transmission multi-
plexer using the YeS-8402 (MPD-2, USSR) as an example. This multiplexer enables
operation in the half-duplex mode with the maximum number of communication channels
(176) of which 64 can be switched. The number of connectable channels depends on
the transmission rate and on the exchange algorithm (synchronous--asynchronous,
duplex--half-duplex). Two communication channels with a remote terminal are used
to organize the duplex mode. Operation of the MPD-2 over switched and dedicated
telephone and telegraph lines, as well as over physical lines, is provided for as
a function of the data transmission equipment used.
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Fig. 32. Diagram of MPD-2 data transmission multiplexer
Key:

1. 1I0 intertace 5. BGU-A, [group control unit,
2. UPD [data trensmission control asynchronous]

= unit] 6. BLA-A [line adapter unit, asynchronous]
3. BGU-S, [group control unit, 7. BUV [call control unit]
synchronous ] 8. BLA-V [line adapter unit, call]
4. BLA-S [line adapter unit, 9. BLA-TG [line adapter unit, telegraphl]
synchronous]

The YeS-8001, YeS-8002, YeS-8010, YeS-8011i and YeS-8015 modems, YeS-8030 telegraph

line interface unit, and -the YeS-8027 physical line interface unit can be connected
to the MPD-2.

Transmission rate is up to 4,80C bits/s. Maximum device throughput is 40K bytes/s.

It provides for operation of the AP-1, AP-2, AP-4, AP-61, AP-63 and AP-70 terminals
as well as for computer-computer exchange.

The validity of the transmitted information is_no lower than 10-6 with a probabili-

ty of error in the chaanel of no more than 10-3. a general diagram of the MPD-2
is shown in fig. 32.
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The data transmission control unit is intended for:
interface to the channel;

& storage of control information and data coming from the channel and terminal;
control of all units in the MPD [data transmission multiplexerl;
implementation of exchange algorithms; and

checking and diagnostics of all MPD units.

The basic logic for operation of the UPD [data transmission control unit] is imple-
mented by microprogram read-only memory with 4096 words of 72 bits each.

The BGU-S and BGU-A plug-in units perform group control of the BLA-S and BLA-A
line adapter units respectively in the synchronous and asynchronous (start-stop)
modes of data transmission. The BLA units send and veceive the next bit of infor-
mation in turn for the communication line. The BLA-TG operates either through a
UPS-TG [signal converter, telegraph] or directly for a telegraph line. The call
control units (BUV) and the line adapter units, call, (BLA-V) control ithe automa-
tic call units on switched communication lines (YeS-8061).

In sending data to a terminal, the MPD-2 executes the WRITE command. UPD storage

(1024 x 36 bits) accumulates up to 8 bytes of data from the channel; then the data

1 byte at a time for the synchronous mode or 1 bit at a time for the asynchronous

mode are sent to local storage in the group control unit and then 1 bit at a time

to the line adapter unit. In dialing the call number, the UPD sends one digit at
- a time to the call control unit and the line adapter unit, call.

The MPD-2 command system includes both the standard channel commands (such as
RESERVE, SENSE, TEST I/O and others) and the commands needed to implement the algo-
rithmsfor exchange with the various terminals. A brief description of the second
group of commands is given in table 23.

Table 23
AP-2, AP-4, AP-61, AP-61, AP-63

Command AP-63 (synchronous +P-70 (asynchronous

Code Command transmission) telegraph transmission)

01 WRITE + + +

02 READ + + +

05 LOOP WRITE + + +

06 PREPARE - + -

06 PATH READY + - -

09 POLL + - -

0A READ-M - + -

23 SET STATE + - -

27 ON + + -

29 DIAL NUMBER - + -

2D OFF + + -

The ON command connects the MPD-2 to the APD [data transmission equipment] and
establishes character synchronization in the data transmission channel.
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Key:
1. computer 1
2. computer 2
3. DKP [two-channel switch]
4, MPD-2 [data transmission
, multiplexer]
(&)] Mma-r (&) Mma-2 5. AP. [data transmission

equipment]
! L r——J 2 6. switch unit
M l(6) }'
!

: '—“W;c'%llﬁf'c'fig" -1 a. without backup
, b. with backup
o] |
— % control signals (MPD READY, MPD
a VoL b NOT READY, MPD CONNECTED)

_ Fig. 33. Diagram of backup during operation with the MPD-2

The SET STATE command is used only in operating with synchronous terminals and is
the first command, with which exchange of information with terminals begins. This
command is intended for setting in the UPD [data transmission control unit] the
state of operation with a check of the intermediate unit. )

The READ command takes data from the communication channel and sends it to computer
main storage.

The WRITE command sends data from the computer to the communications channel and
- then to the terminal.

The PATH READY command looks after character synchronization in the communications
channel and the start of operation of a terminal. This is an expectation, charac-
teristic for the MPD, of a response from a terminal.

The POLL command polls the terminal equipment (AP [subscriber station] and its com-
ponents) in the communication channel.

The LOOP WRITE command checks the MPD-2. Information sent through some IO sub-
- channel is always sent back to the computer through the zero subchannel.

The OFF command is intended for disconnecting the MPD-2 from the APD.
The READ-M command differs from READ in that there is no measurement of time-out
(for the start-stop mode of transmission, when time between two transmitted charac-

ters is not defined).

The PREPARE command defines the start of operation of a start-stop terminal.
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A | Operation of the MPD-2 with a backup is provided for systems with high reliability
(fig. 33). Characteristics of other Unified System MPD's are given in table 24.

Terminals. The nomenclature of Unified System terminals is rather extensive and it
is continually being expanded snd modernized.

A terminal is one or more peripherals with a special control unit that performs
various functions. The terminal control unit implements the terminal operation al-

- gorithm, performing actions to establish and disconnect communication between the
MPD and terminal and to control the data exchange itself between them. For this,
the control unit generates and recognizes the necessary control characters, counts
and compares check sums of data blocks when the exchange takes place with division
of information into blocks, and messages the MPD on its readiness for operation,
desire to change direction of transmission or to end the communication session.
Upon recelving information from the computer, the terminal control unit translates
the data from the transwission code to that of the peripheral at the station to
which this data is directed. Reverse translation occurs when sending information
from a terminal to a computer. The control unit enables standalone operation of
the peripherals making up the terminal station. As mentioned before, the mode of
multipoint operation of a group of terminals for one communications channel is
possible for some terminals. In this case, terminal-terminal communication is pos-
sible. Multipoint connection can be implemented both through an Sl junction (using
matching units, fig. 34) and an S2 junction (fig. 35).

2 ) ;19] KIJIILJ' )Inu
Mmlfn

D
) Jesp |

SynuR, (3)

TercR4U

Modem Muder

(4) (sh

NERTER"

(4
(

—~
~N
| ~
Coruuy merpod

Fig. 34. Multipath connection of Fig. 35. Multipath connection of
terminals by an Sl junction terminals by an S2 junction

Key: Key:

1. communication line 1. communication channel

2. SU [matching unit] 2. hundreds of meters

3. thousands of kilometers 3. modem

4. modem 4. AP [terminall

5. AP [terminall

v

Terminals differ in composition of peripherals, exchange algorithms (synchronous,
asynchronous) and connectable data transmission equipment (table 25).
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Table 25. Terminal Characteristics

Data Data
_ Transmission Line Trans-
Input Output - Device Modes Type mission
= ) =i )
n @ T [ - ® o 2
T A&V u TAgede £ 08883 S s~ 8 8
vadag LA ¢ gdudc 0 ONI®D £ & &gy g o
oUW dd M O W dedod U NHANF 0O S ®© 0 > 0O H
g, ,0528 | oapd oY FY LES E2. T
Terminal DU O ¢ OB Y4 O o . o swom.- ~4 0o ()‘gﬂ
Model 555%05933 mswuzwt—« M TV OUTY 00 Ard =3 <]
YgoSd kb 000 0 5@ 0 OO0 > o
Country X ALOE™MA ARIOVCEO o EEEE®O® 98 WA B o
APl YeS8501 BU x x x x X X X M x x X X X X X X X
AP2 YeS8502 HU x x x X X X C x X X bs x X
USSR x x X X X X C x X Xx XX X
AP3 YeS8503 BU :
HU X X X X C X X X X x
AP4 YeS8504 UR x x x X X XXX M. x x X x
AP5 YeS8505 GE x x x X X X x M x x X
AP6 YeS8506 GE x x x X X X X M x x
AP14 YeS8514 PO x x x X X xxxx MCxxx
AP31 YeS8531 BU x x x x X X X M,C x x X X
AP50 YeS8550 HU x x x x X x xxxxMC xxxx
AP61 YeS8561 x X x M x x x x (Mod 1)
USSR x x x M X be X
AP62 YeS8562 HU x b'e x M xxxxXxXx (Mod 2)
AP63 YeS8563 UR x x x M X X
. AP64 YeS8564 HU x x x M x XX XXX
AP70 YeS8570 BU x M x
USSR ¥
TAS5 YeS8591 CZ x x X
TAS YeS8592 GE x x X X
TA7 YeS8593 GE x x  x
CcZ
Key:
BU = Bulgaria M.= matrix
CZ = Czechoslovakia C = cyclic
GE = German Dem. Rep. LL = low-level
HU = Hungary TG = telegraph
PO = Poland = telegrap
UR = USSR
A/N = alphameric
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Frospects for Development of Data Teleprocessing Facilities. There is now a
definite trend in shifting from data teleprocessing systems based on a single com-
puter to data teleprocessing network systems where the end user has the capability
of accessing a computer network.

With the network organization of information and contrcl systems, there arise many
intricate and laborious problems both in compatible software and in realization of
hardware. The network organization implies a multilevel structure with mandatory
availability of standard protocols for interface between levels. Development of
these interface protocols on the union and international levels is a complex prob-
lem.

Among hardware for the network organization, there will be needed devices such as
data teleprocessing processors, remote data transmission multiplexers and various
types of communication line concentrators. Data teleprocessing processors, on the
one hand, must reduce the program load on the network central computers, and on

the other, provide optimal control of information transmission to the networks
(message and packet switching). In connection with the great progress in electron-
ics technology, the intelligent level of terminals is growing and a family of
intelligent terminals, which in a certain sense are minicomputers, is emerging.

For our country, developing data teleprccessing network systems is especially im-
portant and at the same time this is very difficult because of the great
geographic expanses.

To solve these problems, it is necessary to develop a unified principle of the
systems approach to organizing data processing systems, including shared-use sys-
tems, computer networks, and data transmission systems or networks. This principle
must reflect the unity of the various parties: the user (list of services offered
the user) and the developers of the communication lines and computer hardware
(ensure coordination at all levels and compatibility).

Resolving these questions has led to the problem of the architecture of open sys-
tems of network teleprocessing (OSST), which can be formulated as the capability of
interaction by a user or program of one computer system with a user or program of
another computer system. It is evident that this problem requires providing for
system-wide compatibility in computer and data transmission networks.

Development of the OSST includes:

developing a logical model of the system architecture with a formalized description
of facility functioning logic;

distribution of functions at functional levels between end users and development of
protocols for inetraction of the distributed components of a level; and

introduction of a language for describing the functions and interaction in an
open '‘system.

In the system plan for an OSST, the network is logically built from sequentially
positioned functional levels: the lower levels correspond to the telecommunica-
tions facilities in the data transmission subsystem, and the upper to the standard
application of data processing and to the users (computers, terminals and user
application programs.
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Open systems of ne-work teleprocessing are a major step in the evolution of sys-
tems use uf computer technology in the socialist community countries; it is ex-
pected that they will promote considerable expansion of computer applications.

Chapter 6. Development of Checking and Diagnostic .Jacilities

Unified System computer use in various sectors of the national economy, the broad
range of users, complication of equipment and the need to ensure high technical and
economic indicators required taking special steps to raise computer operating re-
liability. Achievements in structural solutions or technology may not yield an end
high effect for a user if the problems of checking the operation of computers and
recovery of the computing process are not solved.

The main directions in implementing requirements for raising reliability of compu-
ter operations are hardware and software checking facilities, diagnostics and re-
covery. At today's level of computer technology development, these facilities are
intertwined and separating them is very arbitrary; because of this, in further
discussion we will use the concept of hardware-software facilities, which provide:

machine-check handling;
correction of errors in main storage;

CPU retry;
IO operation retry;

microdiagnostic procedures;
recovery within operating systems; and

maintenance programs.
6.1. Machine-Check Facilities

In connection with the byte organization of data, checking each byte for parity is
the main method of hardware checking in the YeS EVM-2, just as in the YeS EVM-1.
The eight information bits of a byte plus one check bit always have an odd number
of ones. This method allows detecting single bit errors and malfunctions of the
type = 0 (constant lack of a signal) in the control circuits. In the general case,
checking modulo two allows detcting errors present at the same time in an odd num-
ber of bits. Assuming the appearance of double errors in any two bits of an infor-
mation word has equal probability, the percentage of such undetected errors when
both bits are part of one nine-bit byte is:

-2
4.2

<1000, =239 for a four-byte word and
o

.2
--—>+ 100% = 11% for an eight-byte word.

2
Ch

Parity check circuits easily and economically allow checking ripple through trans-
fers of information and storage of information in registers. On the other hand,
parity checking of functional assemblies such as decoders, counters and adders re-
quires considerable equipment (50-80 percent of the main hardware). Considering

\
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Fig. 36. Self-Checking Check Circuits

Key:
1. data 7. register
2. OSh--error signal 8. KL--combinational logic
3. S8SK--self-checking check 9. duplication check
circuit 10. adder
4. SK--check circuit 11. decoder
5. FKR--check bit generation 12. logic of control signals

6. KR--check bit

that modulo three and higher checking and duplication checking are more efficient
in the degree of error detection, the application of mixed methods of hardware
checking in YeS EVM-2 CPU's is apparent. Thus, the CPU's in the YeS-1035 and
YeS-1060 computers are fully checked for parity, including the adders. In the
YeS-1045 computer CPU, parity check is combined with duplication of the main adder.
The adders in the YeS-1065 computer CPU are modulo three checked.

Mixed checking is critical from the point of view of validity in assemblies for
shifting from one form of checking to another. Therefore, self-checking check cir-
cuits are used at such points, for example, in the YeS5-1045 computer, in which
these circuits are employed wherever loss of the check signal itself is possible

due to malfunction. As a rule, these are the beginning and ending points of the
check path (fig. 36). '
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The use of self-checking check circuits seems to be promising with the incorpora-
tion of LSI and VLSI circuitry.

C. Shannon posed the problem to computer developers: Who will check the checkers?
Prior to the introduction (let us note--widespread introduction) of self-checking
check circuits (and here additional research is still needed), Shannon's problem
was solved by introducing through the special CPU instruction DIAGNOSE procedures
for simulating incorrect parity and testing of check circuits in the diagnose mode
with test programs. Periodic execution of these test programs practically guaran-
teed operative readiness of the check circuits to perform their finctions. This
method has been implemented in the CPU's for the YeS-1052 and YeS-1060 computers.

Selecting a specific check circuit for units that transform information is governed
by:

depth of checking;
bulk of check equipment;
effect of check circuits on operating time diagram;

convenience (inconvenience) of packaging operating and check circuitry in plug-in
units; and

the diagnostic capability of the check circuits themeselves and the operating cir-
cuits.

In modern computers, especially great attention is paid to the problems of validity
of information kept in main storage. This is because memory sizes have increased
sharply as a result of the increased packaging density of storage elements. It may
be said that the weight of storage bit reliability malfunctions is declining. Cor-
recting codes have long been accepted and applied in external storage units and
they are now being used extensively in the YeS EVM-2 for main storage. The popular
and efficient modified Hamming code (see chapter 3) that allowscorrecting single
and detecting double and some multiple errors is being used to check information

in main storage. :

The Hamming code apparatus also requires solving the problem of checking the
checkers. Check circuit test modes must be specified by the DIAGNOSE instruction.
Progress in diagnosing main storage malfunctions is due to the generally

accepted method of structural-bit organization. :

6.2. Machine-Check Handling

A major factor in maintenance efficiency is the mechanism adopted to handle signals
from the circuits that detect errors in the machine-check system. YeS$ EVM-1 compu-
ters perform the following operations upon signals from check circuits:

recording of status of storage elements in the CPU and channels in the fixed
area of main storage;

machine-check interruption; and

sof tware recovery of the computing process.
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It should be noted that in the process the main storage recording area was inade-
quate, and at the time of the interruption, except for the "old" PSW, no additional
information was recorded, i.e. the interruption code was zero. Software was re-
sponsible for recovering the computing process, and it had three levels:

I. recording and acquisition of statistics on malfunctions in the system log for
YeS 0S (or DOS). There is actually no recovery and as a consequence of this, the
operating system is relcaded after a malfunction;

1I. recording, acquisition of statistics and analysis of in what kind of program,
system or user, the malfunction was observed. If it is a system program, it is re-
loaded; if a user program, the job is removed and the operator has to restart it.

III. recording, acquisition of statistics and analysis of the status recording
area and an attempt at software retry of the program instruction or fragment that
caused the malfunction.

Programs at level III are the most effective. But at the same time, these pro-
grams are considerably model-dependent, complicated and laborious in development.

- On the other hand, level III programs in a number of cases yleld false solutions
in the area of recovery: the program requires reloading when actually retry of
the computing process is possible; the program notes the fact of recovery when in
fact there is no recovery (or it is partial), and in this case, the job is ended
with incorrect results. The latter gituation is most dangerous.

The experience of operating with level III programs led to the necessity in the

YeS EVM-2, on the one hand, of imposing some of the recovery functions on hardware,
making use of microprogram control, and on the other, of standardizing procedures
for handling error signals and expanding the composition of information on the
malfunction situation and in turn standardizing this information. In the opera-
ting system enabling operation of the YeS3 EVM-2 models, level IIL programs are
clearly divided into model-dependent and model-independent modules. The labor-
jousness of development and maintenance has been reduced. The instruction that has
failed is retried mainly by hardware (microprogram) facilities which raises the
validity of recovery considerably.

Depending on CPU structural complexity, hardware retry is effected either from the
beginning of the instruction that has been incorrectly executed or from a check-
point within the instruction. The instruction that failed is retried up to eight
times, after which an interruption signal 1is gercrated if recovery has not occurred.
In low and medium throughput CPU's with nonconcurrent structure and microprogram
control, retry, as a rule, proceeds at the level of a microinstruction. In CPU's
with concurrent levels of instruction processing and with units having hardware
control, retry is performed from the beginning of the instruction, except for in-
structions with variable-length operands; these are retried starting from the
current doubleword of the operand. During retry, the CPU is switched to the non-
concurrent mode which makes it possible to 'push through" more easily the
instruction that failed.

The retry facilities do not affect CPU speed because additional equipment was in-
troduced for expeditious buffering of certain information during program operation.
This equipment takes up one-two percent of the CPU apparatus and allows buffering
of instruction addresses, operand addresses, operands changed during instruction
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execution, and other information needed to recover the computing process. Anti-
hang-up facilities are also introduced into the processors.

A hang-up occurs when no hardware malfunction is recorded, yet the system cannot
continue operation since some procedure begun in the system has not been completed.
This may happen, for example, in event of CPU looping in an algorithm of some in-
struction without disturbing parity, or when signals are dropped in the CPU-storage
or channel-storage interface.

The anti-hang-up facilities in the processors contain an apparatus that upon expir-

ation of the maximum permitted interval of time for execution of any desired long

instructions generates a signal causing amchine-check interruption and informing

the program of the hang-up with recording of the CPU state. In case of an incom-

pleted instruction with an IO channel, the correspodning channel is reset to obtain
) access to the system external devices. After receiving the signal on the CPU hang-

up, the software, just as when a check malfunction occurs, performs the procedures
- to recover system operating capability.

Let us discuss and analyze the standard machine-check handling facilities that have
been incorporated in the YeS EVM-2, The effectiveness of these facilities has been
primarily facilitated by the clear classification of machine-check interruption
conditions into two types: repressible and exigent.

Repressible conditions are those in which the instruction processing capability of

the CPU has not been affected. Therefore, these interruptions can be delayed until
the completion of the current instruction or even longer if necessary. Repressible
conditions are of three types: recovery, alert and repressible damage.

Recovery conditions can be either circumvented or discarded. Malfunctions causing
- them are either not reported or if reported are grouped in one subclass, system
recovery. '

A machine-check interruption condition not directly related to a hardware malfunc-
tion is called an alert condition. The alert corditions contain two subclasses:

degradation (forﬂexample, size of buffer storage has been reduced, fast multiplier
has been disconnected, counter main storage errors to be corrected has overflowed
and others): and

warning (for example, signal for disconnection of air conditioning or fans,
exceeding climatic conditions and others).

Repressible damage conditions are divided into three subsclasses:

timer damage;

timing-facility damage; and

external damage (IO malfunction, channel buffer malfunction in the storage control

unit, for example, and others).

Repressible condition interruptions enable execution of the CPU instruction, then
the waiting program and supervisor interruptions are processed, and only after that
is the machine-check interruption taken if the corresponding masks are open.
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Conditions that govern exigent interruptions do not allow the CPU to comtinue
execution of instructions since direct damage has occurred to its operation.

Exigent conditions are divided into two classes:
instruction-processing damage or incapability of continuing an interruption; and

system damage (all severe situations in the system that cannot be isolated to the
preceding class).

Exigent conditions terminate execution of the instruction and cancel processing
of program and supervisor interruptions.

In accordance with the classes and subclasses of the interruptions, a system of
masks is built that is defined by bits 4-7 of control register 14 (table 26).
Just as in the YeS EVM-1, PSW bit 13 controls masking of the entire check as a
whole. If this bit is zero, the check in the machine is inhibited; if one, it is
permitted.

Table 26
h Mnemonic Control Register
Designation Mask Bit Number
RM - Recovery 4
DM Degradation 5
EM External Damage 6
WM Warning 7

The EM mask is propagated for all three subclasses of the repressible damage class.
In contrast to the YeS EVM-1, another signal has been introduced: CHECK-STOP
which in certain malfunction situations leads to a system halt. This signal is
governed by the status of the zero bit in control register l4. Special attention
should be paid to this. The computer halt mode was not provided in the YeS EVM-1;
it could hang up, loop and stay in the wait mode. Experience of YeS EVM-1 opera-
tion showed that it was necessary to isoclate a set of malfunction situations in
which it is advisable to provide for halts to preclude destruction of the results
of the system operation prior to the malfunction, to analyze situations from the
engineer's console and make a decision. These are malfunctions after which
recovery cannot be transferred to level III programs. The logic of operation of
the check-stop signal, check masks in the PSW and exigent interruption conditions
are model dependent to a considerable extent. The main principle is that a system
halt (hard machine-check) occurs with an exigent {nterruption condition when the
PSW bit 13 is O and there is a check-stop signal.

The algorithm for system actions when a second interruption condition occurs is
shown in fig. 37. The flowchart describes the system response when two machine-
check interruption conditions occur in succession. With two exigent conditions,
the response depends on the state of the check-stop bit. It should be mentioned
that a halt occurs in certain YeS EVM-2 models even when this bit is zero. Three
combinations of two interruption conditions are classified by the status of SYSTEM
DAMAGE. Two or even more repressible conditions lead to a single interruption,

but all repressible conditions that have occurred are reflected in the interruption
code. )
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Fig. 37. Flowchart of processing of secondary interruption condition

The standard procedure for processing an error signal from the check circuits is
shown in fig. 38. The real algorithms for processing machine errors are more com-
plex and consider the structural features of the processors. With a machine check,
upon a signal from the check circuits, in certain cases information from the stor-
age elements is stored in main storage. This procedure is called a machine-check
logout.

The status logout is divided into two types:

synchronous--during the interruption procedure; and

asynchronous--not at the same time as an interrupt, if there is no interrupt or in
the case of a delayed interruption.

In turn, each logout type is divided into two forms:

_ logout in a fixed storage area; and

extended logout in a storage area, the starting location of which is specified by
the contents of control register 15.

121

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4

FOR OFFICIAL USE ONLY

, [ Duubin npoeriapa (1) | Key:
1. CPU error
. 2. 1interruption condition
(2)Genaue> _rodabnmere (3) 3. repressible
npepsibonys

4. 1interruption enabled?

<4) pryes 5. continue operation
6. write extended information in

main storage
7. store interruption code

Mm”’:’" WZ_) Apodonacenue 8. replace PSW
o’ podorn(5 ) 9. YeS 0S

{10

(1 1 ) 'l;;eucrpnuuh

yesg A 10. . exigent
Cyerar DS Iez‘l?) 11. extended logout
- nobropenyz, || wneouida . ]ig. instruction being retried?
— ‘ . check stop?
- . /r_a}r}ﬂeuue [ ! 14. halt
onum?u(ls pactiupeniei 15. PSW bit 137
Boprod (6) 16. attempt to continue operation or
3 halt

3
nc;’:gmﬂ:%a (7) 17. retry counter

) 18. 1instruction retry
{ 19. error?

cwena con |(g) 20. interruption enabled?
N . 21. retry counter -1

Futt
_ 1
. ' ? = O
Tonsirwa npodon - y
(16) MCEHUR pnﬂdpnul oc EC (9)
D unu_ocranod

Fig. 38. Flowchart of CPU error signal handling

The fixed logout area is used primarily for storing additional information in a
hardware retry of instructions (the YeS-1045 computer CPU). Because of this, fixed
logout can only be asynchronous. To control logout, three bits of the mask in con-
trol register 14 are used: bit 1 -- synchronous extended; bit 8 -- asynchronous
extended; and bit 9 -- asynchronous fixed.

Extended logout is used for model-deperndent level III recovery programs and for
statistical diagnostics on malfunctions. The size of the area in main storage for
extended logout for the different YeS EVM-2 models is given in table 27.

Table 27

Models Size of Extended Logout, Bytes

YeS-1025 16

YeS-1035 128

YeS-1045 644 (about 20 percent of the logout area is reserved
for future development)

YeS-1055 128 |

YeS-1060 512
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The machine-check extended interruption information ccnsists of seven fields,
which are stored at machine-check interruption time. Two fields are allocated for
logout of timing facilities: the comparator and the CPU timer.

The contents of the clock comparator are stored in the doubleword starting at
location 224. The contents of the CPU timer are placed in the doubleword starting
at location 216.

The address of the main storage location in which an uncorrected error in informa-
tion or protection key occurred is stored in bits 8-31 of the word at location 248.

The region code is stored at location 252 and contains model-dependent information
which more specifically defines the location of the error. This may be, for exam-
ple, the address of the system unit that caused an external interruption or
recovery report.

The register save area uses three fields starting at loactions 352, 384 and 448.
The contents of the floating-point, general and control registers, respectively,
are stored in them.

The main integrated information is an eight-byte interruption code (KP). Eight
bits in the interruption code identify the interruption subclasses, and 14 bits
in' this code indicate the validity of information stored in the interruption pro-
cess.

The validity bit of some field is set to one if the stored information is valid
with respect to the point of interruption, fully stored and no additional errors
occurred in storing. Otherwise it is set to zero. It should be stressed that the
validity bits are important to reliable operation of the YeS OS recovery programs.

The interruption code also contains bits specifying the location of the interrup-
tion point relative to the error location.and more specifically defining the nature
of an error in main storage and protection key storage; it also contains the size
of the area for extended logout of information.

6.3. Microdiagnostic Procedures

YeS EVM-2 processors and channels make use of the mode of microdiagnostics (the
terms microtesting and mcirotest are also used) that permits a substantial reduc-
tion in the time needed to find a malfunction and the skill-level of maintenance
personnel.

Compared to software checking and diagnostics, the main advantage of microtesting

on principle is the capability of logging hardware status at each step of synchro-
nization and the capability of accessing additional checkpoints within the makeup

of the extended logout area.

The microtesting mode requires additional hardware. Thus, it makes up three-four
percent of that for the YeS-1060 computer processor. It is hard to name a precise
figure for part of this. hardware is used for other purposes: extended logout dur-

ing a malfunction, loading of microprograms, etc. The microtesting mode also re-
quires rather laborious development of an information base:

123

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4

FOR OFFICIAL USE ONLY

microtest files proper with a size up to one megabyte;

diagnostic information including glossaries and manuals for operation for when the
glossaries do not give a unique diagnosis; and

diagnostic monitors.

As an illustration, given beloware a brief description of the microdiagnostic sys-
tem for the YeS-1060 computer processor and some features of its realization in the
YeS-1035 and YeS-1045 computers.

The YeS-1060 computer includes the YeS-5009 console cassette storage unit that
effects bit-by-bit storage on two tracks with duplication. Size of the cassette is
about 70K bits. The YeS-5009 storage unit is used both to load working micropro-
grams and to input microtests. In the processor, chere is a special unit, the con-
sole storage unit adapter (APN), with 512 bytes of internal high-speed storage that
controls input of information with checking either into microprogram control stor-
age or into circuits for decoding APN diagnostic instructions.

To understand the capabilities of the microtesting mode, it is expedient to examine
the system of APN diagnostic instructions. Let us stress right away that APN in-
structions are in no way related to CPU imstructionms. In this sense, the APN to-
gether with the console storage unit and the storage proper is a kind of minima-
chine, a service processor.

Instructions have a fixed format of 1 to 506 bytes. Instructions with a length of
1 to 3 bytes are generally used. Long instructions are intended for loading storage
of microprograms. One byte is allocated for the operation code.

The APN instruction system contains a set of instructions for setting two microin-
struction registers. A three-byte instruction sets two register bytes. The setting
instructions are divided into two groups: with and without execution of micro-
orders. There is an instruction to reset the microinstruction registers.

An elementary microtests consists of a string of instructions for setting without
execution and one instruction for setting with execution. Prepared microorders
are executed within one machine step.

Two three-byte instructions are used to poll the status of the CPU storage elements:
DIAGNOSTIC BIT COMPARE and DIAGNOSTIC BYTE COMPARE.

The polled bits and bytes have conventional addressing used in the mode of extended
logout of status and during display on the engineer's console. The bit address,
containing 12 bits, or the nine-bit byte address is specified in the instruction.
The instruction also contains a reference for comparison consisting of one or eight
bits. If the polled result conincides with the reference, the next APN instruction
is executed; if not, a halt occurs and the instruction-address and instruction it-
self are displayed on the engineer's console. After this, the operator refers to
the diagnostic information on the microtest printouts or in the glossary.

In the testing mode in question, execution of microorders is blocked and blocking
is removed only for one step. Operating synchronization is not hlocked. To perform
multistep microtests, several instructions for setting with execution have to be
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used in succession. In the process, fetching of microinstructions from control
storage is blocked.

The APN instruction system includes the one-byte instruction LOAD PROCESSOR which
allows loading with initial information the internal processor registers (instruc-
tion buffer, general registers and others), by making use of the LOAD service
microprograms located in microprogarm control storage. Service microprograms are
loaded at the same time as working ones. Before the LOAD PROCESSOR instruction,
instructions are used to set the microinstruction register without execution to set
its address part. That is how entry into the service microprogram is defined. The
LOAD PROCESSOR instruction transfers control to the service microprogram. The
loaded data comes directly after the instruction into the APN. There may be indi-
vidual service routines for loading the instruction buffer, general registers, etc.
It is possible, but not advisable, to compile general-purpose loading routines.
Service microprograms must be as simple as possible and require minimum operating
capability of the hardware 'nucleus," which should be tested using elementary micro-
tests. A service microprogram is terminated by a synchronization halt, blocking of
microorder execution and transfer of APN control. Then, by using strings of setting
instructions, execution of more complex microtests is possible.

The START SYNCHRONIZATION instruction allows turning on synchronization for a given
number of steps (up to 256).

The one-byte instruction, EXECUTE OPERATING MICROPROGRAMS, allows transferring con-
trol of some operating microprogram, the address of entry of which is specified by
setting instructions, and stepping the operating algorithms for execution of CPU
instructions, starting with the START SYNCHRONIZATION instructicn with the number
of steps as one. The latter mode allows reducing the laborlousness of development
of microtests and partially automating this process. There has been developed for
this an experimental generation system which on a computer in good working order
upon the DIAGNOSE instruction logs by steps the individual instructions or combina-
tions of instructions of the CPU. The information obtained is selected and used

to automatically derive sets of microtests.

The APN instruction system contains a number of auxiliary instructions:

RESET MICROINSTRUCTION REGISTER;

SIMULATE KEYS-~for microtests that test the circuits for manual operations for the
engineer's console;

END MICROTEST--for organization of looping in case of manual diagnostics;

SET TESTING FROM BUFFER--specifies the mode of loading a microtest into the 512-byte
buffer and cyclic execution of it. The alternative mode--the microtest read from
the console storage unit is executed at once one time; and

SIMULATE INCORRECT PARITY--for checking check circuits.

The YeS-1045 computer APN executes the system of instructions for its structure
quite similarly to that described above for the YeS-1060 computer. It is also used
for checking individual TEZ's [standard exchange cards], and the check tests are

entered from the console storage unit. This APN operating mode is called the
auto-tester mode.
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Finally, the YeS-1045 computer APN also controls automatic switching of the modes
for routine checking of the power supply, providing for the running of microtests
together with the unit for the automatic system for power supply checking and diag-
nostics when there is deviation in the ratings of the secondary power sources.

In the YeS-1035 computer, there is no special system of instructions for the APN.
. Microtests are fragments of microprograms and are loaded from the console storage
unit directly into the micorprogram control storage.

Development and debugging of the microtests themselves involve considerable diffi-
culties. In connection with the large size of the microtests, special automation
facilities are required for these purposes. The MD60 symbolic language for CPU
microtests has been developed for the YeS-1060 computer. The translator from MD60
into the ccdes of the APN instructions generates a listing of the microtests and
the data medium on cassette tape. The translator incorporates facilities for
making changes from a display.

The MD60 language is modeled on YeS Assembler and the macro apparatus has been pro-
vided for. The latter substantially facilitates writing of microtests. Variables
in the MD60 language are mnemonic designations of the registers and flipflops
adopted in the technical documentation. A list of the main MD60 statements and
their functions are given in table 28.

Table 28
Statement Statement Functions
B SBR is translated into the instruction SIMULATE KEYS with the CPU reset
feature .
SRMK is translated into the instruction RESET MICROINSTRUCTION REGISTER
usT is translated into a series of instructions for setting without
execution. Used as operands are the designations of the fields of
the microinstruction register and the vesiues to which they are to be
set
USTV similar to the UST statement, but is translated into instructions
for setting with execution
KT is translated into the instruction START SYNCHRONIZATION. Operand
specifies number of steps in decimal form
OPR is translated into a series of instructions for byte and bit polling.

Operand structure is similar to that of the UST statement. For exam-
ple, RAV (0-7) = FF means that in polling the register RAV its
reference value must equal FF

The macro apparatus for the MD60 language was designed on the basis of Assembler
macro facilities. The symbols SET and internal macro instructions are used. The
instructions of conventional compilation SETA, LCLA, AIF, AGO and ANOP have been
defined.

6.4. DIAGNOSE Instruction

In the instruction set for YeS EVM-2 CPU's, just as in the YeS EVM-1, there is the
special model-dependent instruction, DIAGNOSE, intended to extend the capabilities
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of program checking and diagnostics. The functions of the DIAGNOSE instruction
vary with the model but at the same time have general properties.

These are primarily simulation of hardware errors for checking check circuits and
retry. The DIAGNOSE instruction uses a control word, the individual bits of which
specify the mode of parity inversion at particular points in the CPU. The inversion
mode may be specified for a prolonged time before the next DIAGNOSE instruction or
for two-three machine steps. The latter 1s needed in checking retry circuits for
simulation of malfunction. Using the control word also enables storing incorrect
information in main storage to check the Hamming code circuits. There is the capa-
bility of turning on and off correction by the Hamming code, for example, in detect-
ing malfunctions in the check circuits. In general, turning some CPU equipment on

= and off is a characteristic function of the DIAGNOSE instruction. It can be used
to partially or completely disconnect buffer storage, the translator buffer, units
for speeding up operations and other equipment.

The DIAGNOSE instruction also specifies modes for channel checking or diagnostics.
In doing so, it provides for checking check circuits, disconnection of the inter-
face from peripherals and connection of it through the simulation register located
in the channel. Disconnection of the channel-main storage interface is also possi-
ble. Chamnel diagnostics, if built into the CPU, are performed in the same way as
for the CPU. If the channel is made as a standalone device, diagnostics are per<
formed by synchronization steps with polling of internal checkpoints.

In the YeS-1045 computer, the DIAGNOSE instruction allows pecifying the micropro-

gram storage address and number of microinstructions required for execution; this

provides for the capability of realization (for testing purposes) of the micropro-
gram fragments that are loaded from the console storage unit.

Using the DIAGNOSE instruction, logging of the CPU status at a given time can be
effected. To this end, for example, a two-byte field for the synchro-pulse counter
- has been defined in the instruction control word in the YeS-1060 computer. In
operacing in this mode, the instruction DIAGNOSE loads the two-byte counter that
subtracts one with each pulse of the main synchronization. When the counter is
filled with zeros, a ficticious error signal is generated, CPU status is logged and
a machine-check interruption occurs. Thus, one can produce a "frame-by-frame' pic-
ture of the execution of an individual operation or group of operationms. The algo-
rithm for "frame-by-frame'" logging of CPU status in some sequence of instructions
ig shown in fig. 39. The log 'images" are serially accumulated on external storage.

Based on the information obtained, one can construct a program for diagnosing equip-
ment that goes beyond the '"nucleus" (in this case, required:as the 'nucleus" is
equipment that permits execution of the algorithm shown in fig. 40, i.e. statements
marked with an asterisk). This program, using the DIAGNOSE instruction, effects
step-by-step "photography" of the sequence of test instructions ("instruction 1,"
"instruction 2," "instructiocn i") and comparison of the frames obtained with the
reference information derived earlier on a computer in good working order.

6.5. Software Checking and Diagnostic Facilities

Software checking and diagnostic facilities are divided into off-line and on-line.
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Fig. 39. Flowchart of routine for Fig. 40. Flowchart of diagnostic
obtaining reference results routine
Key: Key: .
1. step counter 1. synchronization steps
2. DIAGNOSE instruction 2. DIAGNOSE instruction
step counter - N step counter - N
3. test instruction (K+l, K+2, K=i) 3. Instruction (1, 2, i)
4., logging and machine-check 4. 1logging and machine-check
interruption ; interruption
5. copy logging area to external 5. compare frame N to standard
storage unit 6. print out results of no match
6. step counter = N-1 7. step counter = N - 1
8. go to next series of '"frames"
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On-line routines operate under control of operating systems in parallel with running
of user jobs in the multiprogram mode. The peripheral to be tested is switched to
the off-line mode for user jobs and teh job is started for execution of particular
test sections of the given device. On-line tests allow performing preventive main-
tenance and repair of computers without reducing considerably computer throughput
as a whole. This pertains primarily to computers with a large set of peripherals
among which these is redundancy. Using on-line tests, it is also convenient to
perform preventive maintenance of peripherals operating occasionally in the system
(plotters, optical readers and others). The main aim of on-line tests is to sub-
stantially reduce the time for preventive maintenance of computers and thereby
raise the factor of technical use of the equipment.

- Off-line test routines in both the YeS EVM-1 and EVM-2 are part of the set of YeS
TEST-MONITOR (TMYeS) programs. The set includes the TMYeS test control program,
utilities for generating and maintaining media of the set (tapes, disks, cards) and
a set of test-sections of all devices, including central.

The control routine interprets a simple and convenient job language, enables stan-
dard output of messages to the operator and has a set of utility subroutines facili-
tating programming of test-sections. The control routine 1s compiled so that only
40 of the simplest instructions (of 183) are used which require minimum serviceable
hardware '"nucleus" of the CPU and the input path.

To ensure serviceability of the control routine, the CPU and minimum path of input
from magnetic tape are checked with the so-called base test. The latter checks
the above mentioned 40 instructions and path of input from magnetic tape only in
the read mode.

In the base test, messages are not printed out. Incorrect execution of test samples
is indicated by looping of an unconditional branch instruction to itself or by a
halt upon error signals from the check circuits. Then maintenance personnel per-
form analysis by the display on the engineer console and when necessary the micro-
test system is used (see section 6.3).

The set of off-line routines loadable directly from the medium of an external stor-
age unit amy include any sort of measuring routine for one-time use, for example,
routines to determine throughput of the CPU and channels, checking the accuracy of
timers, checking disk rotation rate and the like.

Development of the complex automatic testing system (SKAT) for the YeS EVM-2 is
planned as a prospect for development of test software. A characteristics feature
of SKAT is the parallel testing of peripherals by the method of elimination: the
devices are serially connected for parallel operation. If n devices are already
operating and an error appears in the system when the n+l-th device is started, by
a halt and start retry among the n+l devices SKAT defines the minimum configuration
in which the error remains. In the minimum configuration, it is easier to localize
the source of the error. As a rule, these are complex interface errors occurring
in parallel operation of the devices. During operation of SKAT, the CPU handles
background test jobs. By operating modes, SKAT approximates the work of operating
systems and at the same time has testing facilities ("elimination," tracing of
events prior to the error, program halts upon specified conditions and others).

Use of SKAT, an off-line system, permits checking computers with a large set of IO
peripherals within 5-10 minutes.
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A second promising direction in development of maintenance test software is the
trend to having one (and not two) set of test-sections for a peripheral both in the
off-line and in the on-line testing systems. This will lead to introduction of new
control routines in the TEST-MONITOR and operating systems.

The third direction involves increasing the diagnsotic properties of software tests.
This will require incorporating additional hardware diagnostic modes in the device.

6.6. Computer Maintenance

In maintaining computers during preventive maintenance and prescribed operations
and when malfunctions occur, all hardware-software facilities for checking and
diagnostics typical for the YeS EVM-2 are used:

hardware checking and improvement of the’machine-check handling system;
hﬁrdware retry of instructions upon failure;

system of microdiagnostics;

DIAGNOSE instruction;

sof tware testing;

hardware facilities for recovery of channels and IO units; and

- goftware facilities for recovery of operating systems.

Daily prescribed operations include checking the computer with the base test and a
limited set of the test-sections of the TMYeS. The configuration sufficient for
starting YeS 0S and the initial batch of user jobs is checked. A complete check of
the configuration needed for the current day is performed with on-line tests under
control of YeS 0S.

A malfunction may be detected either during performance of the prescribed opera-
tions or in the working mode. When a peripheral fails, the malfunction may be lo-
cated by using the on-line tests. For this, the peripheral is switched to the off-
line mode, tested by off-line facilities through the unit console and again con-
nected to the system for checking. If there is no capability of repairing the
peripheral by using the on-line tests, repair is either put off till the next
scheduled prescribed operations (if possible) or a search for the malfunction is
made with the TMYeS test-sections, as a result of ‘which running user jobs on the
computer is terminated.

Failures of the central part (CPU, mein storage, channels), as a rule, lead to com-
puter failure. It is possible to continue operating in some cases when one can get
by with reduced size of storage or without some number of channels. When the CPU
fails, the base test and the set of TMYeS test-sections are executed to find the
location of the malfunction.

When maintenance personnel have some preliminary information on the malfunction,

the single-purpose set of test-sections is executed in specific order. The test
sections enable localization down to a block, instruction and mode. Then the micro-
test system is used selectively. And in the most necessary case, a switch is made
to manual diagnostics using either microtests, the base test or test-sections
(tracing, step-by-step mode, time logical analyzers and the like).
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Information from operating system recovery facilities is used by the engineer for
forecasting the source of failures and further planning of the next scheduled
operational checks.

Chapter 7. Software

Sof tware, which largely determines the capability of hardware, holds a major place
in the development of computer technology. The role of software in extending the
sphere of application and efficiency of the use of computers is decisive. This is
due to the relation of cost of development of hardware and software steadily and
continually changing in favor of the latter.

A considerable stock of user software has now been accumulated and continues to
increase rapidly; this must be taken into account not only in the development of

new computer systems, but also in choosing the directions of development of software.
Therefore, in developing the YeS EVM-2, considerable attention was paid to

improving Unified System sof tware.

The Unified System software system consists of operating systems, application pro-
gram packagaes (PPP) and maintenance programs.

The main function of operating systems is to increase the efficiency of use of the
resources of a computer installation and to raise the convenience of operator-compu-
ter interaction. Extensively used in the Unified System are the YeS OS and YeS DOS
operating systems that are discussed in detail in this chapter.

The makeup and function of PPP are also considered in this chapter; they extend the
capabilities of operating systems and are oriented to solving specific user
problems.

Maintenance routines are intended for determining the technical condition of compu-
ters both in the mode of preventive maintenance and while jobs are being executed
(see chapter 6).

7.1. Evolution of the YeS OS Operating System

YeS 0S is designed for use in medium and large Unified System models. Its evolution
in developing the YeS EVM-2 was determined by:

expanding the sphere of services offerred the computer user;

raising the efficiency of software proper; and

raising the efficiency and reliability of use of hardware capabilities.

Within the YeS EVM-2, expanding the sphere of services is expressed in the follow-
ing:

development of multiprogramming;

expanding the makeup of basic data structures and standardized methods of operating
with these structures;

development of teleprocessing support;
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improvement in the facilities for program debugging and those for checking the
operation of ‘a ‘computer system.

Fundamentally important to the YeS EVM-2 is the incorporation of virtual main stor-
age, one of the main resourcee in a computer system. In the YeS EVM-2, up to 16M
bytes of virtual storage are made available to all job steps to be executed and are
allocated among them dynamically. The use of virtual storage for mutual protection
of jobs from each other as well as protection of the operating system control pro-
gram from the jobs has made it possible to increase the number of simultaneously
executable jobs and thereby raise the degree of multiprogrammability.

The development of multiprogramming in conjunction with the improvement in telepro-
cessing facilities and methods has allowed creating the time-sharing mode that
enables shared access to the computing resources of the Unified System of Computers.
The user is also offerred the capability of remote job entry bazed on the developed
capabilities of teleprocessing.

From a software point of view, the transition from the YeS EVM-1 to the EVM-2 was
effected by an evolutionary development of the YeS OS and DOS operating systems as
well as by accumulating a stock of application programs. '

YeS 0S was developed in the following directions:

A new version of the control program was introduced: SVS (virtual storage mode),
available with MFT and MVT versions from the YeS EVM-1;

A new common telecommunications access method, OTMD, is used in all versions of the
YeS 0OS control program; )

The time-sharing mode (SRV) and interactive remote job entry (DUVZ) is supported in
all versions of the ccntrol program;

YeS EVM-2 disk storage facilities with 100M and 200M bytes with sector search are
used in all versions of the control program;

In the SVS version, the user is offerred a new type of data organization on direct
access devices and the corresponding access method, the VSAM virtual access method;

A new component, the dynamic debugging monitor (DDM), has been developed and in-
cluded in OS to enable debugging of user programs and extend the operating system
capabilities; and

A new component, the generalized trace facility (UST), has been developed and in-
cluded in OS to trace the operation of individual programs and obtain statistics.

To make use of the advantages of the new functional capabilities of the YeS EVM to
the full extent, measures to raise reliability and immunity to failures were also
taken at the software level. 1In the YeS 0S, existing software facilities for re-
covery and logging of malfunctions were improved and new facilities included, and
the capabilities of dynamic reconfiguration of peripherals and selecting alterna-
tive paths for peripheral access were extended. Programs for handling specific
errors of YeS EVM-2 peripherals were developed and included in the corresponding
components of OS.

The inclusion in 0S of facilities for building multimachine configurations also

helps solve the problem of reliability and meet growing requirements for throughput
of computer systems.
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7.2. Ceneral Structure and Functions of YeS OS

Closely associated with the development of information processing hardware is the
development of operating systems oriented to specific structures and functional
capabilities of CPU's and allowing efficient resolution of the problems facing the
user.

The YeS OS operating system is an integral part of the computer system and is a

sof tware extension of Unified System computer hardware. It is based on the modular
principle that allows selecting facilities for a specific computer system in
accordance with user requirements. The process of adjusting an operating system

to a specific application is called generation.

Functions of the YeS 0S Operating System. In working with YeS OS, the user formu-
lates his jobs in one of the high-level programming languages: PL/1, FORTRAN,
COBOL, ALGOL or RPG or in the Assembler machine-oriented language. He then sends
his work to the computer center in the form of a job consisting of a sequence of
individual operations associated with the execution of the YeS 0S defined programs.
The operating system executes the job in three stages:

preparation for job processing;
execution of the individual steps of job processing; and

output of results.

Based on the job, the operating system forms a sequence of tasks making up the
individual units of operations for the YeS 0S. The operating system optimizes use
of the resources in the computer installation by overlapping in time processing of
several tasks belonging to various jobs. The operating system itself functions on

- the basis of tasks that are system tasks. The used principle of overlapping of
execution of several different operations making up the basis for the mode of pro-
cessing of several jobs is one of the versions of the multiprogramming mode of
operation.

Needed to execute user jobs are certain hardware resources (such as main storage,
10 devices and others) and logical resources stored in the form of programs or
files. YeS OS special components coordinate the use of all resources in the compu-
ter system, allocating them among the different jobs in accordance with requests
and priority (job control). Requests for computer system resources are a job com-
ponent and are formulated in job control language.

The resources needed are allocated after a job is fetched from the job queue. The
job is entered into main storage and put on the list of active jobs. Execution of

- the basic tasks located in main storage at the same time is controlled by special
operating system programs (task management).

Results of the operation that emerge in executing jobs in the form of data are in-
tended for slowly operating devices (printer, puncher, microfilm output) and may be
preliminarily accumulated in storage with direct access. The accumulated informa-

tion is output to the required devices after the job is completed under control of
system output programs.
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YeS OS Structure.. The YeS OS operating system consists of a control program and a
- set of processing programs (fig. 41). The control program, intended to control the
CPU for data processing in a computer system, consists of the following components:

job management;
task management;
data management; and

diagnostic facilities.

Onepayuonnas (Muna oc ¢

4

3npaﬂnmm£3_-)ﬁpaapa~m/ aé'pao'ara/dafawgg 2paapa.~m/
// st ()| [pomernds)| | einge)
[ /TN /]
D@ @] @p f11) 13}f14) |casprcep1?
E A I EERI R 3 Y x s |93 S
R £3] |88 St 3 S lizEl g
SN EHNB IR LR
I8 [{2S 183|133 ss |t ? 311838 S || s
- §3{1s8 ]88 &§, g3 (s gg\ﬁ g1
Fig. 41. YeS 0S Operating System Structure
Key:
1. YeS OS operating system 11. 1linkage editor
2. control programs 12. loader
3. processing programs 13. utilities
4. service programs l4. sort/merge program
5. translators 15. Assembler
6. problem programs 16. PL/1
7. job management 17. TFORTRAN
8. task management 18. COBOL
9. data management 19. ALGOL
10. recovery facilities 20. RPG

Processing programs are the translators and service programs supplied by the soft-
ware developer as well as the programs written by computer users.

There are several different configurations of the control program that can be
formed at generation time:

the MFT mode--control program with a fixed number of tasks;
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the MVT mode--control program with a variable number of tasks; and

the SVS mode--system with virtual storage.

Under MFT, several jobs can be executed simultaneously. Except for the area for the
nucleus of the operating system, all main storage is divided into fixed partitions.
The number of partitions, equal to the number of simultaneously executable jobs, and
the sizes of the partitions are defined at system generation time. The computer
operator has the capability of reducing the number of partitions and changing their
size.

Under MVT, the number of simultaneously executable jobs may vary dynamically. A
storage partition is allocated for each job step and its size may also vary from
job to job.

The maximum number of partitions used for job processing under MFT and MVT is 15 and
all partitions have different values of protection keys.

In contrast to MVT and MFT, the number of partitions is not restricted under SVS,
because not only protection keys but also the structure of dynamic addressing are
used for protection of main storage. The number of partitions in which jobs are
executed depends on the number of operating initiators. Other iimitations on the
number of simultaneously executable jobs under SVS are discussed in section 7.3.

The principles of functioning under SVS are considered in detail in section 7.3.

Operating System Modes of Operation. The mode of operation governs the basic organ-
ization of the process of processing by compuetr. The YeS OS may be used in two
modes: batch and shared use.

Operating in the batch mode ensures continuous and efficient use of a computer.
However, the time between receipt of the user job and return of the results to him
may be substantial.

The user operating in the shared-use mode is linked directly to the computer and
controls the processing from a terminal, which substantially reduces the time for
obtaining results from execution of jobs. YeS OS offers the following facilities
for operating in the shared-use mode:

conversational remote job entry (DUVZ); and

time sharing system (SRV).

Job Management. Job management facilities effect input of user jobs into the system
and perform all actions associated with allocation of resources, execution of jobs
and output of results to IO devices. In accordance with functions performed, the
software for job management is divided into the job scheduler, that receives and
processes jobs prepared by the user in the job control language, and the master
scheduler, the facility for interaction between the computer operator and YeS 0S.
Jobs coming in for processing from remote terminals are controlled not by the job
scheduler, but by the correspodning programs that are part of the shared-use
facilities.
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, A programmer uses the job control language (JCL) to plan the processing of the job
and request the resources needed for this. The language includes the JOB statement,
the EXEC statement for a job step and the DD data definition statement. The JOB
statement assigns the job name, class and priority. The job name is used to identi-
fy the job in operator communication with the operating system. The job class af-
fects the process of forming the input queue, and the priority determines the order
of job entry from the queue of the given class for processing. Also indicated in
the job statement are the size of the storage area needed to execute the job and a
number of other parameters specifying modes for job execution. The EXEC statement
is used to indicate the program or procedure to be executed. A procedure consists
of previously prepared job control statements that can be modified when referenced.
Each job may contain several EXEC statements. For each data set to be processed or
formed during execution of a job step, a DD statement must be provided to code the
data set description, type and number of IO devices requested.

In the operating system, jobs are processed in several stages. In the first stage,
the read-interpret program, a component of the job scheduler, reads the stream of
jobs from the input device and forms the input queue in accordance with the job
class and priority. If there is input data in the input stream among the JCL state-
ments, it is placed for storage on external storage with direct access. Input of
jobs into the system can be effected simultaneously by several input streams from
different 10 devices. Jobs in which JCL errors are detected are excluded from
further processing.

Another componentof the job scheduler, the initiator, selects jobs from the input
queue in accordance with class and priority, allocates the resources needed and
sends them for processing, effecting subsequently the planning of each successive
job step. Parallel execution of several operations results from the start of
several initiators, each of which serves the jobs of well defined classes. Results
of the operation of each job are sent to defined output classes. - For each output
class, the statement assigns a system output program and the corresponding external
device. Operation of the system input and output programs and job processing are
effected in parallel, which results in a high degree of automation of the process
of job processing and high throughput of the operating system.

In job processing using the job entry subsystem (KROS), raising the rate of job pro-
cessing is provided for by preliminary reading of the input stream and placing it

in direct access storage. The statements are interpreted when the jobs are selected
for processing. As a result, the job input unit operates at the maximum rate (fig.
42). After allocation of the needed resources, the problem program is laoded and
receives control. Output data sets are stored on direct access storage. KROS
ensures output of output files and system messages to the appropriate output device.

The user can control output by using DD statement parameters or through computer
operator commands.

In loading the operating system and in the process of its operation, the computer
operator communicates with the operating system. The operating system requests
data on operator actions and decisions pertaining to removal and mounting of data
media and reports the status of IO devices. In turn, the operator has the capabili-
ty of controlling system operation, requesting information on its status, and
changing parameters of the system and individual jobs to raise system operation
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Fig. 42. Structure of the KROS job entry subsystem
Key:
1. system input program 5. job control information
2. 1interpretation of control 6. job control internal data
information 7. input data
3. system output program 8. output data

4. job step processing

efficiency. Using the appropriate commands, the operator starts system input and
output programs, monitor programs and the shared-use mode.

The master scheduler communicates with the operator for the system. In generating
an operating system, both a single-console and a multiconsole mode for its opera-
tion may be selected. In the latter case, the capability is available for using

up to 32 devices operating as consoles. In doing so, one device must be selected as
the basic console since certain commands can be sent only through this device.

Task Management. YeS OS ensures efficient passage of user tasks thanks to opera-
tion in the multiprogramming mode. Operating system multiprogramming facilities
that allow simultaneous handling of several tasks on data processing permit these
tasks to make joint use of system computer resources. Steps belonging to the same
job are executed in strict sequence. Overlapping of execution is possible only for
steps of different jobs. However, within a step, several tasks or subtasks may be
formed that will be executed at the same time with each other and with other tasks.
Processing efficiency is raised substantially through use of programs used in para-
llel that can serve several different tasks at the same time, which saves main
storage (it is sufficient to have one copy . the program in storage) and reduces
program loading time.

The supervisor is the main task control program. Frequently used programs of the
YeS 0S supervisor are part of the nucleus kept permanently in main storage. The
other programs are loaded to main storage as needed. The main function of the
supervisor consists in servicing other operating system programs as well as compu-
ter user programs. The supervisor prevents an uncalled-for effect of programs on
each other and on the operation of a control program, making use of storage protec-
tion facilities and effecting complete control over IO operations.
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In operating in the multiprogramming mode implemented in a single-CPU computer
installation, a maximum of one task can be processed by the CPu at any given time.
This task is called the active task. The active task is selected from those ready
based on priority in accordance with the dispatcher algorithm. When an active task
can not make use of the CPU, for example while awaiting the result of an IO opera-~
tion, or when a higher priority task becomes ready, a new task is selected and made
active.’ :

The task control program receives control of the CPU after interruptions. The
cause of interruptions may be the emergence of an event that a task is waiting for.
In processing interruptions, information ne ‘ed to restart operation of the inter-
rupted program is stored. Further processing essentially depends on the cause of
the interruption. For example, in the virtual storage mode, in event of an inter-
ruption due to the absence of a needed page in main storage, the mechanism for re-
trieving and loading the required page to main storage begins operating. An inter-
ruption may occur as a result of a special request for supervisor facilities from
another operating system program or a computer user program.

Data Management. YeS OS standard data management programs support user program in
data processing. Considering that the entire operating system is kept in data sets
on volumes of external storage, data management facilities, in organizing exchange
of information betweeen external and main storage, play a key role in the organiza-
tion of control and processing processes in a computer system. Data management im-
plements control of I/O operations, initial processing of data, overlap of I0 opera-
tions with processing and protection of data sets from unauthorized access. The
operating system has a catalog used by data management facilities to identify and
find any data set. An increase in the number of programs and data during system
operation leads to an increase in the size of the system catalog.

A data set is a collection of logically associated records with a specific struc-
ture. The operating system offers the user the capability of using fixed, variable
and undefined-length records (fig. 43). A record is considered the smallest logi-
cal unit of information transferred between a program and data management facilities.
To raise the efficiency of information transfer and make fuller use of the surface
of the magnetic media, several logical records are combined into a block that is
written/read to/from the medium in one reference to IO facilities. Blocking and
unblocking are performed by data management routines. The blocking method depends
on the type of data used. In using fixed-length records, the block size, as a rule,
is a multiple of the record size; in the case of variable-length records, an addi-
tional field describing the total block length is included in the block. The length
of a variable-length record is contained in the initial bytes of each record.

Data set characteristics are usually stored on external storage with the data set
itself and reflect data set organization, location and size.

The operating system provides an extensive set of IO routines (access method rou-
tines) that free the programmer from writing routines to acess data sets. These
routines automatically perform such functions as overlap of data processing with
I0 operations, and preparation and checking of labels for volumes and data sets.
Instead of using YeS OS data management routines, a programmer has the capability
of writing his own channel routines and IO are management routines. A programmer
may request data by a similar method irrespective of the features of a specific I0
device.
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Fig. 43. TFixed, variable and undefined-
length records

The YeS 0S permits the following types of data set organization: sequential, direct,
library, indexed sequential and telecommunications. Let us note also the organiza-
tions associated with creating microfilms and the generalized form of organization
of files on direct access devices that is characteristic for devices with a capacity
of 100M and 200M bytes.

Sequential organization of data sets is characteristic for the majority of existing
devices and is oriented to sequential processing of records without skipping.

In indexed sequential data sets, records are ordered by the value of a key that pre-
cedes each record. Records in this data set may be processed both sequentially and
randomly. In the latter case, the key of the required record has to be specified.
Similar capabilities are offerred by the direct organization of data sets that per-
mits an arbitrary value of the record key.

A data set with partitioned organization consists of a collection of sequentially
organized partitions. A directory is located at the beginning of the data set. A
record in the directory is selected by keys, and within the bounds of a partition,
sequentially. This form of organization is used to store program libraries and
groups of logically interrelated sequential files of data.
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Data sets with partitioned, direct and indexed sequential organization may exist
only on direct access devices.

Messages sent over communication channels and kept in an IO buffer are no different
from ordinary data obtained from local devices, and the telecommunications organiza-
tion is provided for message queues.

Data management facilities provide for two data access methods: the method of
access with queues that automates execution of IO operation to the maximum, and the
basic method that permits a programmer to directly participate in managing I0 opera-
tions. The queued access method effects automatic synchronization of processing
programs and execution of IO operations.

An access method may be defined as the aggregate of the data set organization and
the access method used used to process the data set. Basic access methods are in-
tended for all types of data set organization, but queued access methods are used
only for sequential, indexed sequential and telecommunications data sets. The list
of access methods supported by YeS OS in all modes of the control program is given
in table 29.

Table 29
Data ?Et . Access Method
organization
(accesses) Basic Queued
sequential BSAM sequential method QSAM sequential
indexed BISAM indexed sequential QISAM indexed sequential
sequential
partitioned BPAM for data sets organized by
partitions
direct BDAM direct access
graphic access method (GMD)
remote method of access for remote extended method of access for
- processing of processing of data (BTMD) remote processing of data
data [(BTAM] with program control of

messages (OTMD) [TCAM]

It is important to note that the graphic access method (GMD) [GAM] is organized in
a way that a request for transfer of data may originate not only from a program,
but also from a display operator. The capability of identification of messages
sent in random sequence between terminals and main storage is provided in the GAM
in data teleprocessing.

BTAM and TCAM differ in the number of services offerred the user. BTAM, the simpler
and more economical method, is a serfes of macro instructions for organizing IO and
translating messages. Using these macros, the problem program participates directly
in controlling the teleprocessing hardware. TCAM presumes use of a special message
control program oriented to a specific configuration of a teleprocessing network.

As a result, the problem program becomes independent of the specifics of the tele-
processing network.
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BTAM and TCAM are considered in more detail in sections 7.5 and 7.6.
VSAM has been developed for virtual storage systems (see section 7.9).

Recovery Facilities. Software recovery facilities are part of the OS control pro-
gram and process interruptions from the machine check circuits.

Recovery facilities enable acquisition of information on system errors and the
time of their appearance, recovery of the serviceability of a task or the system
after an error occurs or emergency termination of processing if system recovery is
unsuccessful.

Recovery facilities are discussed in more detail in section 7.13.

Programming Languages. The YeS OS user is offerred various programming languages
to compile programs: In addition to the Assembler machine-oriented language, he
may use the problem-oriented languages of PL/1, FORTRAN, COBOL, ALGOL and RPG.
Problem~oriented languages are closer to conversational language and mathematical
notation than to machine instructions. Using problem-oriented languages to write
an algorithm makes it independent of the computer instruction list. The program is
written in brief form and outlays for developing it are far less than when pro-
gramming in Assembler.

Problem-oriented languages have certain limitations with respect to external de-
vices used and functions of the operating system, but at the same time do not re-
quire precise knowledge of the operating system and specifics of specific devices
on the part of the programmer.

Programs written by the user are teh source data for the corresponding translators
that translate the source data into machine codes.

The Assembler machine-oriented language is maximally adapted to computer features.
Programming outlays are rather high compared to using the problem-oriented langu-
ages. Assembler is divided into the basic language and a macro language.
Mnemonics are used to code machine instructions.

PL/1 is a multipurpose language suitable for both commercial and scientific and
technical problems. The broad range of application of this language is charac-
terized by the wealth of different types of data. PL/l offers the user a large set
of standard functions. There are several different versions of the compiler for
this language. The standard compiler translates source statements into machine
code and produces a listing of the translation and messages on errors detected.
The optimizing compiler generates object code that results in reducing the time for
program execution and substantially reducing storage taken up.

The debugging version of the PL/1 compiler is intended for operation in the inter-
active mode with the capability of checking individually input statements of the
source language. The optimizing and debugging versions of the PL/l compilers may
be efficiently used in the time sharing mode.

FORTRAN is a problem-oriented language for representation of formulas and calcula-
tions in science and engineering. It has a simple structure and is easy to learn.
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Computational operations are in the form of expressions in which arithmetic and
logic operations as well as operations with binary strings and compare operations
may be performed.

When the source text is compiled, a listing is produced of the tramslation and
messages on syntactic errors detected.

There are different versions of the compilers. The ST (standard) FORTRAN compiler
has additional debugging facilities. The OP (optimizing) FORTRAN compiler is used
~ to generate optimized machine code.

The SS interactive version of the FORTRAN compiler is intended for use in the time-
sharing mode, in which the new expanded versions of the standard and optimizing
compilers, FORTRAN SE and FORTRAN OE, may also be used.

RPG is a problem-oriented language developed for solving simple commercial problems
which requires processing of extensive data sets using simple operations and output
of them on a printer. Only alphanumeric strings and decimal numbers with fixed
point are used as data. The RPG compiler prints out the translation, detects syn-
tactic errors and corrects some of them. The new expanded version of the RPG-2 com-
piler has autoreport facilities.

ALGOL is one of the early problem-oriented languages. Programs written in this
language have a blcok organization. The compiler supports all capabilities provided
in ALGOL-60.

COBOL is a problem-oriented programming language oriented to commercial applications.
Programs in this language process numeric and alphanumeric data.

COBOL compiler capabilities under YeS OS are the same as those under YeS DOS. The
only difference is in system-oriented elements.

The new expanded version of the COBOL compiler includes additional facilities
enabling its efficient use in the time-sharing mode. There are English and Russian
language versions of the COBOL compilers.

Service Programs. These YeS OS programs include the linkage editor, the loader,
the sort/merge program and YeS OS utilities.

The linkage editor and loader combine load modules of separately compiled parts
(object modules) and other load modules. The input data for these components con-
sist of object and load modules and control instructions. In the linkage process,
links are formed between the different parts of the load module in a way as if all
parts of the program had been translated together. The linkage editor and loader
form a load module in relocatable formIn the loading process, the module is
adjusted for a specific location in main storage.

The load module may have an overlay structure (structure with planned overlap), for
which it is divided into individual segments loadable into main storage in accor-
dance with a scheme specified by the user. This allows saving on main storage

needed for execution of the module, In operating with a virtual storage system,
the overlay structure loses its value.
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The sort/merge program sorts or merges fixed or variable-length records in ascend-
ing or descending order. This program may be used with Assembler, COBOL and PL/1.

YeS 0S utility programs include standalone service programs, system service pro-
grams, data set service programs and system programmer service programs.

7.3. Virtual Storage Support

The operating system supporting virtual storage in the YeS EVM-2 is an evolution of
those versions of YeS 0OS used with YeS EVM-1 models. Based on a number of hardware
and software facilities, the user is offerred virtual storage with a capacity of
16M bytes, which substantially exceeds the size of computer real main storage. Let
us note a number of advantages stemming from the use of virtual storage.

1. Using virtual storage, the user has little need for the overlay structure and
subdividing tasks into a sequence of smaller tasks. Programs are automatically
overlapped based on the page swap mechanism.

2. Real storage size ceases to be a critical factor in locating components of the
operating system and user tasks, since they are located in virtual storage. In ex-
tending the real storage of a computer installation, operating efficiency automati-
cally increases based on the concept of paging.

3. Real storage fragmentation is reduced. Using the page organization for storage

- management eliminates fragments of real storage between and within partitions.
Fragments may exist only in virtual storage. In real storage, fragmentation is
substantially reduced.

4, The rather efficient apparatus of dynamic management of a basic resource of a
computer installation, real storage, is realized. If a task is not very active,
because of paging it will use an insignificant amount of real storage.

5. The degree of multiprogramming rises significantly, since the most active pages
of a substantially greater number of tasks than in a conventional system may be
present in the same real storage.

6. The system has a greater area for resident functions that may be used simul-
taneously by many tasks. Virtual storage can hold a great number of supervisor
programs and access method programs. When they are not being used, they do not
take up real storage. ‘

The virtual storage system is supported by the control program SVS which implements
multiprogramming with a variable number of tasks that use virtual storage at the
same time.

Virtual Storage. The main aspects of the function and use of virtual storage may
be described by using the concept of address space. There is address space for a
program, understood as the tange of variation of addresses of its instructions and
data, and address space of real storage with reflects the capacity of computer main
storage. There is also the address space of a computer installation that describes
the maximum possibel size of real storage that can be connected to the computer in-
stallation. A computer system with a 24-bit address may have an address space of
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16M bytes. This concept of address space that may be many times larger than real
storage is called virtual storage.

The traditional principles of multiprogramming that became widespread in the compu-
ter systems on the base of the YeS EVM-1 were based on the total size of address
spaces of programs being processed at the same time not exceeding the address space
of real storage. The placement of programs in real storage in these systems was
based on the concept of static relocation that consisted in translating program ad-
dresses at loading time in accordance with its location in real storage. Increasing
the degree of multiprogramming was curbed by teh sizes of real storage and the pre-
sence of unused fragments between the partitions occupied by tasks.

The use of virtual storage is based on using the strategy of dynamic relocation im-
plemented by the facilities of dynamic address translation (DPA) [DAT] and on using
the segment-page organization of ‘the address space and external page storage.

Dynamic translation of virtual addresses into real is based on the segment-page or-
ganization of virtual storage. A virtual address has the structure (S, P, i) (see
fig. 4), where S is the segment index, P is the page index and i points to the
specific address (displacement) within a page. In the YeS EVM-2, 4 or 8 bits are
allocated for coding the segment index; therefore, there may be either 16 1M-byte
segments or 256 64K-byte segments in virtual storage. For coding the displacement
of i, 11 or 12 bits may be allocated, and page size is 2K or 4K, respectively.

One-megabyte segments may contain, as a function of the structure of the virtual ad-
dress, 512 or 256 pages, while 64K-byte segments may have 16 or 32 pages. Transla-
tion tables, a segment table and several page tables, are used in the operation of
the hardware facilities for DAT. A segment table consists of elements that, as
shown in fig. 44, define the availability of segments and the length and addresses
of the corresponding page tables. Page tables consist of elements that indicate the
availability of a page in real storage and the high-order bits of its real address.
There is an entry in the page table for each page of virtual storage. The structure
of a page table entry is shown in fig. 45.
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Fig. 44. Structure of segment table entry Fig. 45. Structure of page table entry

Key: Key:
1. page table length 1. high-order bits of page address
2. page table address 2. availability
3. availability

The beginning address of the segment table is stored in control register l. Segment
and page tables must be fixed in real storage.
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Fig. 46. Associative Registers

Program interruptions with codes X'10', X'll' or X'12' may occur in the process of
dynamic address translation that indicate that reference was made to an unavailable
segment of virtual storage or an unavailable page or an invalid address was detected
for the segment or page table.

Special hardware facilities have been provided to increase the translation rate.
Associative registers- are used in small models, and a rapid translation buffer in
the large ones. A system of eight associative registers is shown in fig. 46. In
referencing storage, the part of the virtual address containing the page and segment
index is compared with the first part of the registers. The registers hold informa-
tion on the eight last used pages, identified by their segment and page indexes.

If there is a match in one of the registers, the real address is generated based on
the displacement and the contents of the right portion of the register. If there is
no match, the tables are used for translation. The information obtained on the lo-
cation of pages in real storage and the correspodning segment and page indexes are
stored in one of the registers in accordance with the replacement algorithm.

External Page Storage. Since virtual storage is many times larger than real stor-
age, the latter holds only the most active pages. Pages to be used are kept in
external storage in the system data set, SYS1.PAGE, that is called the page data
set.

In the process of translating virtual addresses, when the system detects that the
required page is not in real storage, a copy of this page is moved into real storage.
The location of pages in external storage are reflected in a special table, called
the external page table.
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Paging organization is a function of the operating system component called the page
supervisor.

Page Supervisor. From the viewpoint of paging organization, real storage is divided
into fixed and page-replaceable (dynamic) areas. The special table reflects the
list of real storage pages available for exchange and their status.

The page supervisor performs the following basic functions:
management of the segment table, page tables and real page tables;
start of operations associated with page swapping;

processing of interruptions associated with the absence of needed pages in real
storage;

management of page replacement in real storage; and

management of the intensiveness of page exchange.

The algorithm for replacement of pages in real storage is the basis for page
exchauge. ’

Two replacement algorithms affording common interface with YeS OS components have
been implemented in the page supervisor. The YeS OS user-programmer has the capa-
bility of including the required algorithm in the specific version of YeS OS when
it is generated.

Translation of Channel Programs. In contrast to the CPU, YeS EVM IO channels can
not translate virtual addresses into real ones. Therefore, virtual addresses used
in channel programs have to be translated into real ones by software. Channel pro-
grams with virtual addresses are translated into logically equivalent programs with
real addresses. Because of this, access methdo rpograms that exist in previous

YeS 0S editions may be used with virtual storage with no change. The channel pro-
gram is translated right before the start of the IO operations. Created in the
system queue area is the logically equivalent duplicate of the channel program, but
now with real addresses, which is used in starting the IO operations. In such
translation, it may happen that all addresses required are in non-adjacent real
pages. In the YeS EVM IO channels, there is the hardware facility of indirect ad-
dressing that allows sending data to nonadjacent pages of real storage.

During execution of the IO operation, all needed pages need not undergo page ex-
change. Before starting the IO operation, these pages are fixed in real storage,
and unfixed after successful completion of it.

Jobs in which dynamic modification of channel programs is effected during execution
of IO operations are executed in a special mode, when the the virtual addresses of
the instructions and data match their real addresses. In this case, channel program
translation is not required.

Channel program translation facilities are part of the 10 supervisor. Channel pro-

gram translation does not require fixations on the part of the programmer and is an
internal function of the operating system.
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7.4. Virtual Storage Mode SVS

The mode of multiprogramming with a variable number of tasks, that make joint use
of virtual storage (SVS), is oriented to YeS EVM-2 hardware facilities and is a
praectical implementation of the concept of virtual storage in the YeS EVM. It was
developed on the basis of the MVT mode and affords multiprogram execution on a com-
puer of programs, the total size of which substantially exceeds the capacity of
real storage.
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Fig. 47. Structure of virtual storage in SVS mode

Virtual storage is used jointly as one address space by both the control program
and all computer users in accordance with the principles of allocation of storage
in the MVT mode. Virtual storage is divided into two areas: the fixed (containing
the nucleus of the control program, the system queue area, the general area, and
the master scheduler partition) and the dynamic, in which partitions are organized
for execution of jobs (fig. 47). The maximum size of the dynamic area is

, V = 16M bytes - Vfix
where Vflx is the size of the fixed area.
The virtual storage size provided with a specific loading of YeS OS is governed by
the size of the page data set used, since the more space for page storage, the
greater the size of virtual storage.

Job execution in the dynamic area is affected by page size: program interruptions
occur when pages are not in real storage and there are delays in program execution
due to page transfers. This effect can be avoided, if desired, by fixing in real
storage both individual apges and entire partitions. Therefore, under SVS, there

- are two types of partitions: with virtual ddresses (V=V) and those in which virtual
addresses equal the real (V=R).
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Virtual storage for V=V partitions is allocated by segments. The size of a V=V par-
tition is set to a multiple of segment size, even when less storage is requested in
a job for the execution of which a partition is created. The same protection key,
equal to one, is set for all these partitions, because storage protection is orga~
- nized not only by using protection and storage keys as in the MVT mode, but also by
using the translation tables. According to the principles of operation of the YeS
EVM-2, in the segment table used in dynamic address translation, in the entry for
each segment there is a bit for the "availability-unavailability" of access to this
- segment. Any reference to the segment (either a write or read) for which this bit
is set as "unavailable' causes a program interruption, perceived by YeS OS as an
interruption due to a storage protection exception.

In a transfer of control to a task being executed with a nonzero protection key,
availability in the segment table is indicated only for partition segments and seg-
ments occupied by YeS 0S. In a transfer of control to a task being executed with a
zero protection key, i.e. having the right of access to any partition, availability
for all segments is indicated in the segment table.

To reduce the time required to readjust segment tables when tasks are switched, two
segment tables are created that differ only in the availability bit setting: a user
table, in which availability is indicated for partition segments and those taken up
by the computer YeS 0S, and a system table in which availability is indicated for
all segments. Because of this, readjustment of segment tables is required only
when tasks are switched that are being executed in different partitions. In trans-
ferring control between system programs of the user, readjustment of tables is not
required; loading the address of the corresponding table into the control register
suffices.

In transferring control to tasks being executed with a zero protection key, the
address of the system segment table is loaded for translation; in transferring con-
trol to tasks being executed with a nonzero protection key, the user table is used.

For V=R partitions, virtual storage is allocated by pages. The allocated pages are
fixed in real storage, and the page and segment tables are adjusted so that the
virtual addresses equal the real in dynamic address translation. The size of this
partition may be less than the segment size and a multiple to the page size. For
storage protection in this case sgsegment tables are not used: various protection
keys not equal to 0 or 1 are set for the partitions. Consequently, there may be

no more than 14 V=R partitions. They are created in the real storage area directly
following the nucleus of the control program. The size of this area is set during
generation of the specific version of YeS EVM 0S. During loading of it, the com-
puter operator has the capability of changing the size of the area for creating

V=R partitions.

In the partitions of both types, local system queue areas (LSQA) are created in
which control blocks related only to the given partition are placed (under MVT,
they are placed in the SQA [system queue area)). This substantially localizes re-
ferences of tasks to pages of virtual storage, for example in processing storage
control block queues, and reduces the number of references to pages not present.

One segment of virtual storage is alldcated for the LSQA. It is allocated by the

control program automatically, above the size of virtual storage specified in the
job for the execution of which the partition is created.
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This organization of partitions and storage protection under SVS simplifies the re-
striction on the number of partitions under MVT: The number of partitions created
is limited not by the number of protection keys, but by the size of virtual storage
provided. Page exchange for the fixed and dynamic parts is organized as follows:

in the fixed part, pages containing the nucleus and SQA storage sectors, allocated
by the virtual storage control program, are fixed in real storage and not subject
to page exchange; pages containing the general area and the master scheduler parti-
tion are subject to page exchange;

in the dynamic part, pages containing V=R partitions and LSQA storage sectors, al-
located by the virtual storage control program, are fixed in real storage and not
subject to page exchange; pages containing V=V partitions are subject to page ex-
change.

For the page data set, it is necessary to allocate a size that enables holding the
pages of the fixed part subject to page exchange and the needed number of parti-
tions from the dynamic part. The size of pages in the fixed part subject to page
exchange varies with the different YeS OS versions and averages about 3M bytes.
The size and location of the page data set are set only when YeS OS is loaded.

Paging means that a page is kept in real storage only when it is referenced; it is
withdrawn to the page data set by the paging algorithm as soon as the need arises

- for placing another page in real storage. Placing a virtual page in real storage
or removing it may also be performed upon program requests.

Program requests for placing, fixing, unfixing and removing pages change the normal
conditions for functioning of the paging algorithm, since they reduce the size of
real storage accesible for organization of the page exchange. Therefore, the num-
ber of simultaneously fixed pages is a parameter that depends on the amount of real
storage, the intensity of requests for replacement of pages and on the intensity
of servicing them.

SVS components subject to page exchange make up a large part of the system and use
external page storage in the process of operation. However, unallocated segments
of the dynamic area of partitions does not use external storage. -Similarly, all
pages not used in the segments do not require external page storage. Unallocated
segments and pages unused within segments are 'potential' address space.

The distribution of pages in the page data set is reflected in the external page
table.

If an interrupt occurs due to unavailability of a page in the process of program
operation, the system makes use of the external page table to determine the loca-
tion of the needed page.

A page selected for replacement is moved to the page data set only if it is altered.
Pages are stored in an order that ensures a balanced load on the devices holding
the page data set and minimum movement of each device's reading mechanism. The
- control blocks describing the location of the external pages are used to determine
the position of the reading mechanism and the free space closest to it to which
the page is moved from real storage. This achieves minimum movement of the reading
mechanism which reduces the time for page exchange.
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To prevent unproductive, extremely intense exchange of pages that is possible when

the number of problems executed at the same time increases, management of page ex-

change intensity has been implemented. The criterion for management is the page

exchange intensity, i.e. the number of pages transferred between real storage and
- the page set within a unit of time. When paging increases to the value

[mu = Idpt +All,

where Io is the optimal intensity and A lliis the permissible increment of inten-

pt
sity, execution of one or more low-priority tasks is halted. When intensity de-
clines to the value : o

Imlgx = IOpt -—A,’, ,

where A 21 is the permissible intensity decrement, execution of some halted tasks

is resumed. The optimal intensity of paging 1 the permissible interval of

. opt’ .
change in paging intensity A/=A;/+A,l, and the time interval used in measuring the

intensity are the major parameters affecting the throughput of computer systems and
depend on its structure, i.e. on the number of IO channels, types of IO devices
intended for placement of the page set. .

The main difference in the process of loading programs under SVS from that under
MVT is that the programs are loaded not into real, but into virtual storage. Before
loading, the program is in the system or personal library. The loading program
reads the program to be loaded and translates the addresses of the program being
loaded in accordance with the location of the partition in virtual storage. In
doing so, the program being loaded autoamtically assumes the segment-page format
and is withdrawn to external page storage in the paging process.

After completion of the program loading, control apsses according to the virtual
address to the entry point of the loaded program. The required page will be placed
in real storage and the loaded program starts its execution.

7.5. Basic Telecommunications Access Method

The basic telecommunications access method (BTMD) [BTAM] is used for creating pro-
grams that implement exchange of data between a computer and remote terminals by
using communication channels. BTAM affors use of only half-duplex channels.
Communication is established through switched or unswitched communication channels.

This access method provides the programmer with facilities for creating a subscriber
list that contains the information needed to establish communication with a remote
station. BTAM effects addressing and interrogation of terminals, sending and re-
ceiving of messages, insertion of changes to the the subscriber list, buffering

and code translation.

In developing programs by using BTAM, execution of the following procedures that
enable proper functioning of the teleprocessing hardware must be provided for:

definition of the teleprocessing system;

- use of the code translation table;
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opening and closing of data sets; and

management of the data transmission channel.

The teleprocessing system is defined by creating descriptions of channel groups,
data transmission multiplexer parameters and terminal parameters.

The main aim of uniting channels into groups is the capability of making use of the
common resources of the access method for all channels in the group. Therefore,
channels with similar characteristics are united into a group.

Using the Code Translation Table. The YeS EVM internal code is the DKOI [decimal
information interchange code], while the teleprocessing equipment sends information
in other codes. The macro definitions of BTAM contain code translation tables; in-
dication of the name of the needed table in the macro instructions ASMTRTAB and
TRNSLATE by the programmer suffices. The programmer may also specify his own
translation table if required for specific applications.

Opening and Closing of Data Sets. The procedures for opening data sets of communi-
cation channels are performed by using the macro instruction OPEN. As a result,
BTAM programs are loaded into main storage and auxiliary tables are generated. If
it turns out that some channels were not opened due to their unavailability for
transmission, one can later open a single channel by using the maco instruction
LOPEN. After completion of data transmission, data sets are closed by using the
macro instruction CLOSE.

Data transmission channel management consists in establishing communication between
the computer and the remote station and adhering to the algorithm for transmission

of messages over the communications channel. This management is effected by using
the access method programs taking into account the specifics of the operation of

the MPD--APD-AP [data transmission multiplexer--data transmission equipment-terminal]
link. In the process of receiving and transmitting information, a block by block
check is made by using the check sum. When information is received with an incor-
rect check sum, the block in error is retransmitted.

The standard READ and WRITE macro instructions are used for message transmission.
To establish communication with a remote station and send the first block of data,
these maco instructions are used in the modes of intial read and initial write.
There is the capability of transmitting data in the transparent mode, when any bi-
nary code combination can be transmitted as data, even if it matches the control
symbol code.

7.6. General Telecommunications Access Method

Compared to BTAM, the general telecommunications access method (OTMD) [TCAM] is at
a higher logical level. Using TCAM frees the applications programmer from having
to take into account in programming the features of the algorithms for data trans-
mission through the communication channel, to program terminal polling and sampling
and code translation, and to define the network configuration. All this is per-
formed in a separate task by using the message control program (PUS) {mce].

The MCP is generated for a specific teleprocessing system by using macro instruc-
tions and TCAM program modules; it operates in the partition with the highest
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priority. The MCP has several sections:

activation and completion of the teleprocessing system operation;
definition of data sets needed for MCP operation;

definition of the teleprocessing network configuration; and

message handlers.

The first sectiop of the MCP must be the section for activation and completion of
the teleprocessing system operation. The first macro in the section is INTRO,
which defines the basic parameters of the MCP. OPEN opens the MCP data sets.

READY transfers control to the MCP dispatcher which plans all MCP operations; if
there are none, it is placed in the wait state. After completion of the MCP opera-
tion, control is passed to the macro CLOSE, following the macro READY, which close
the MCP data sets; then, control is returned to the operating system by using the
RETURN macro.

The data set definition section contains macros:

for the groups of communication channels, for a data set, for the message queue,
for the MCP system log, for check-point data sets, as well as PCB macros for
- user application programs.

The section for defining the teleprocessing network configuration contains macros
that describe communication channels, terminals and application programs. In this
section, polling lists are built and other parameters that define system configura-
tion are specified.

The section for message handlers contains macros used to specify unique handling of

- messages circulating in the system for each group of terminals or application pro-
grams. In particular, message handler macros can be used to control putting mes-
sages into a queue in accordance with priorities, edit messages, control routing by
sending messages to the needed destination queue, translate messages from the trans-
mission code to computer code and vice versa, etc.

The MCP keeps message queues on NMD [magnetic disk storage] and in main storage; it
has facilities allowing the computer operator to control network operation by using
commands issued from the console. The facility for creating checkpoints allows re-
sumption of MCP operation at the point previously planned after computer malfunc-
tions.

The MCP has facilities affording interface between the MCP and user application
programs.

User application programs operate usually in individual storage partitions; they
interact with terminals through the MCP and by using the usual sequential access

methods in YeS 0S. This allows writing application programs in high-level langu-
ages and debugging them in advance without using the data teleprocessing devices.
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7.7. Remote Job Entry Mode

Conversational remote job entry [CRJE] facilities allow job entry from remote termi-
nals, connected to a central computer by communication channels, and from local dis-
plays. They offer the CRJE user, working at a terminal, the same capabilities the
ordinary YeS OS user has at a central computer installation. The CRJE ensures ef-
ficient use of central computer equipment through joint use of computer resources

by several users at the same time. There is also the capability of joint use of
information media by several users executing jobs similar in content.

The CRJE system operates within a system task similar to system IO tasks. A termi-
nal keyboard and printer (or display) are available in the CRJE system for input of
source information and output of final results. Jobs sent by a user come into the
operating system for subsequent planning and execution. When a job input from a
terminal completes its operation, all its output is placed in a special class for
the CRJE system. Then the contents of this class are sent to the appropriate user
terminal where the job was input. The CRJE system enables creation of new data
sets, every possible operation on them and modification of any accessible informa-
tion, including jobs immediately prior to their input into the system stream of jobs
at the central computer installation.

There are three modes of user operation in the CRJE system: command, edit and
input.

When a user terminal is connected to the system, operation occurs in the command
mode. The user switches to the edit or input mode by using the EDIT command. In
the edit mode, commands are entered that are used to perform different operations
on the data sets. Operation in this mode is terminated by entering the END command.
The input mode is used to create a new data set or add records to an existing file.

In the edit mode, the terminal user may request syntactic checking of PL/1l or
FORTRAN statements, if the appropriate syntactic checking programs have been in-
cluded in the system. Checking is done on a single statement; therefore, errors
will not be detected when a check of the relations between statements is needed to
find them. For statements entered in the input moae, there is the capability of
automatic checking. When errors are found, an appropriate message is sent to the
terminal user.

In the command mode, the CRJE system user has the capability of inputting jobs from
data sets located in the terminal user's library and checking the process of its
execution at the central computer installation by requesting information on job
status. The terminal user may cancel a job input by him at any time. By using com-
mands, the terminal user may obtain information on the status of data sets prior to
job execution. When job execution ends, the terminal user receives a message indi-
cating normal or abnormal end. This means that job output is available for the
user. By special command, all the output from the given job, placed in the output
class for CRJE, is sent to the terminal. If the terminal does not have special in-
terruption facilities, the user may use the capability of receiving the output in
groups containing a specific number of lines. Information output may be interrupted
after any group. If the terminal is equipped with interruption facilities, the user
of CRJE may interrupt outpuf at any time. The data set in the output class for CRJE
is erased after it is completely output to the terminal. If output is interrupted
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during data set transmission, this set is not erased. When necessary, the user may
resume information transmission, as well as sent it to the printer at the central
installation.

7.8. Time Sharing System

The YeS EVM software includes the time sharing system (SRV) [TSS], implemented in
the form of an independent program functioning within YeS OS. TSS assumes shared,
conversational and simultaneous use of a computer system by several users. This
system offers users the most advanced form of multiprogramming and functions under
control of YeS OS/MVT versions.

TSS offers a terminal user a sufficiently universal method of control of the comput-
ing process, implemented in the form of a command language and suitable for many
practical applications. Terminal software is based on YeS 0S5 TCAM. Including TSS
in YeS OS has no effect on the amount and nature of functions offered computer

users during operation in other processing modes. The capability is provided for
combining TSS and batch processing modes. ’

In a functional sense, TSS capabilities are considerably broader than those offered
users by the CRJE system. The fundamental differences between CRJE and TSS are as
follows. TSS jobs are not put into the usual job queue, but are executed directly
under user control. In contrast to CRJE, which operates at the system task level,
TSS affects the operation of the YeS OS control programs. The number of TSS users
whose jobs execute in parallel exceeds considerably the number of CRJE system users
because of the efficient use of external storage used to hold programs when they
are withdrawn from main storage and awaiting their turn for execution.

A command language similar to that in CRJE is used in TSS. The syntax of problem-
oriented language statements is checked during input. Error messages are output to
the terminal.

TSS Operating Algorithm. The set of jobs to be executed in TSS form a queue that
is placed in external storage. Jobs are successively entered from the queue (fig.
48) into real storage and processed within a specific time slice Z, which depends
on queue service time T and the number of jobs K.

Selection of the tiem slice depends on a number of contradictory factors. The time
slice must be sufficient for the system to be able to perform a certain quantity of
useful work and at the same time ensure a sufficiently quick response to user re-
quests, equal to the queue servicing period. At the same time, a decrease in the
slice leads to a decrease in the frequency of replacement of jobs in real storage
and increases system overhead for transferring them.

The selection of these parameters 1s affected by the number of partitions in real
storage allocated for execution of jobs in the TSS mode, the specific composition
of the job mix and a number of other factors.

Jobs in real storage at the same time make use of the resources of the computer in-
stallation during smaller time slices just as is done in the usual batch processing
mode (fig. 49).
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The TSS control task functions under OS/MVT and controls TSS job exchange between
external and main storage. When the operator issues the command TSS START, the TSS
module receives control and forms the storage sector needed for the task in which
buffer areas are built, partitions for job execution are formed and a partition con-
trol task is built for each partition.

In the process of functioning, the TSS mode control task effects replacement of

jobs in real storage, while optimizing the use of resources of the computer instal-
lation. It builds channel programs for each request for job input or output. By
using the apparatus of program-controlled interruptions, high efficiency of the job
replacement process is achieved: the interrupt processing program completes the
next channel program after the current channel program. Considering the high inten-
sity of exchange, the process flows as one unending IO operation. Information on
the location and sizes of the programs being transferred is formed in partition con-
trol task tables. If the operator issues the STOP command, each active user is in-
formed of the termination of the operating session; the storage area occupied by TSS
is returned to the operating system and operation is terminated.
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The partition control task operates in each partition allocated for job execution
in the TSS mode. It switches to active status those jobs given a partition for
the current time period and monitors the conditions associated with the end of the
servicing time. In particular, if IO operations are not complete at the end of a
processing slice, the job is retained in the partition until the end of these
operations.

LOGON-LOGOFF Handler. The functions of this task are similar to the functions of
the initiator and read (interpretation) program that operate in the conventional
batch processing mode. The LOGON-LOGOFF handler is loaded into a partition for
planning of the new job when the immediate user is connected to the TSS.

The terminal control program is a monitor and the specific user operates under its
control. As a function of the request, it retrieves the module needed for proces-
sing and passes control to it. After completion of processing of the request, the
terminal is sent the message READY and the program is ready to receive the next
command .

The message control program (PUS) [MCP] is a TCAM component. It contains the des-
cription of the configuration of terminals connected to the system and the IO areas

- for storing information transferred between main storage and the terminals; it
effects data exchange between the IO areas and buffer areas of TSS. The MCP func-
tions in YeS OS as an ordinary problem program in a real storage partition. It
must have the highest priority among the problem tasks operating in the operating
system.

Command and User Program Handlers. At this level of control are effected checking
of the correctness of commands, correctness of operand coding, calls of modules
that implement the standard servicing algorithms, and programs prepared by the TSS
user.

7.9. Virtual Storage Access Method

The virtual storage access method (VSAM) is based on the concept of virtual storage
and is used in systems with virtual storage; therefore, data sets with virtual or-
ganization are stored as pages. This access method is most efficient when disk
storage with 100M and 200M-byte capacity is used.

This access method combines all the functional capabilities of all the other access
methods used in the MVT and MFT operating systems, except operation with parti-

- tioned data sets. VSAM substantially reduces data access time, especially because
with the indexed structure, the process of adding new records is organized without
use of overflow areas. VSAM offers the capability of indexing data sets by several
keys at the same time, which is very important for ASU [automated control systems].

7.10. Facilities for Building Multimachine Complexes

Hardware facilities have been provided in the YeS EVM-2 to implement multimachine
systems consisting of several CPU's and the corresponding IO devices and channels.
Multimachine systems allow increasing the overall throughput of a computer instal-
lation and have increased reliability when errors and malfunctions occur, since a

computer going down in a multimachine system leads only to a reduction in through-
put.
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Computer complexing facilities (direct conmtrol facilities, channel-to-channel adap-
ter, common extent of external storage) enable organization of communication and ex-
change of information between several computers in a multimachine computer system.
Direct control facilities are used for rapid exchange of control and synchronizing
information between two computers in a multimachine computer installation. A
channel-to-channel adapter (AKK) may be designated for exchange between geveral com-
puters in a system of both control information and data files at the rate of opera-
tion of IO channels. A common extent of external disk (NMD) or tape (NML) storage
units allows two computers to make use of common information files stored in this
extent.

Multimachine system software is implemented at two levels. On the first level,
facilities are provided to control information transfer between CPU's, effected by
problem programs. Data exchange through an AKK occurs similar to the operation with
other IO devices with the use of the operating system access method. On the second
level, multimachine system control is implemented, which optimizes distribution of
the programs, subject to processing, between the various CPU's making up the complex.
Central control of the complex is performed by the host machine which organizes
distribution of operations.

A modified YeS 0S control program, which monitors the entire system and controls
the common job file, is used to control the multimachine system.

Appropriate software is provided within the YeS 0S for each level of organization
of the multimachine system.

Direct control software facilities presuppose data exchange between two computers
connected by direct control interfaces.

The DIRECTWR macro is provided for access to another CPU through the direct control
interface. Reception of information sent through the direct control interface by
using the DIRECTWR macro is effected by YeS OS. Depending on the operating mode
chosen, information feedback for monitoring may be initiated. Then control is
passed to a procedure for analysis of the information received, which is a program
interface between the programs for processing the received information.

In YeS 0S, there are standard interface programs for direct control facilities and
an asynchronous exit to a program prepared by a user is provided.

In asynchronous operation of two computers, a conflict situation may arise when re-
quests for information exchange over the direct control lines come into the two
computers at the same time. To overcome this, in the system loading process there
is an exit to the console for the purpose of specifying the priority when simultan-
eous requests from two computers come in. Operator responses on the various com-
puters in the multimachine system must be coordinated.

Program Control of Channel-to-Channel Adapter. In connection with the sequential
structure of data sets sent through an AKK, two access methods, QSAM and BSAM, have
been provided. Each provides its own set of macros to describe a data set and re-
quest IO operations.
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Program checking of the correctness of transmission of information through a
channel-to-channel adapter is provided in the YeS OS. The program generating a
block of data must include in it the check sum

modulo 232. A secondary check of the check sum and comparison of it with the origi-
nal sum are effected by the YeS OS programs. After reception and checking, the
information is sent to the user program.

Program Control of the Common Extent of External Disk and Tape Storage. The common
extent of.external storage may contain data sets with any data organization valid
in YeS 0S and all valid access methods may be used for operation with them.

Appropriate macros have been provided to reserve the devices of any of the compu-
ters and to subsequently release them. After completion of a task, if the operating
system detects a resource not released by the task, the resource is automatically
released.

It should be stressed that the level of reservation for the common extent of exter-
nal tape storage differs considerably from that for disk because of the sequential
nature of magnetic tapes. Reserving a tape storage unit from the common storage
extent actually results in reservation i all the tape units connected to the same
control unit as the reserved unit. The specifics of operating with data sets on
tape also imposes a restriction on the place of issuance of the macros for device
reserving and releasing. Reservation is required to create and modify data sets on
disk. It is not needed for reading data sets and in the intervals between data
modifications.

When problem-oriented languages are used, the functions of reserving and releasing
peripherals may be performed by a special program written in Assembler.

Tne software for the common extent of external storage is included in the YeS OS
when it is generated. There is a restriction on system data sets, which cannot be
placed in the common extent of disk storage. In operation with the common extent

of external storage, special attention is paid to placement of a data set on certain
extents, since the stipulated arrangement may result in conflict situatiomns.

7.11. Dynamic Debugging Monitor

The dynamic debugging monitor (DDM) is designed to debug both YeS OS programs and
user programs operating under operating system control. The DDM can be used to
perform:

halts of the system being monitored when specified program events occur, which in-
clude: transfer of control according to a specified address, and occurrence of
program events recorded by using the hardware facilities of program event recording
(PER); and

recording of certain program events (various types of interruptions, times of exe-
cution of privileged instructions) pertaining to the operation of the system being
debugged.

After a halt of the system being debugged at the specified point, one can perform:

a change in the status of the system of the contents of the general, control and
floating-point registers, a specified area of main storage, and a PSW change;
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a printout of the information reflecting the status of the system being debugged at
the the halt point: printout of the general, control and floating-point registers,
the PSW, conetnts of certain areas of the operating system, etc.

The DDM is included in the system being debugged when the YeS OS is generated. DDM
is initiated during operation of the program to intiate the nucleus of the operating
system.

By method of organization, DDM programs are divided into DDM supervisor programs,
which operate in the supervisor state and receive control as a result of the occur-
rence of an interruption, and DDM processes, which operate in the '"task'" state.

The system being debugged operates in the "task" mode; therefore, DDM programs re-
ceive control when interruptions occur during execution of privileged instructions
in the system being debugged, having the capability of tracking the flow of control
in the system being debugged without interfering in its operation.

DDM interrupt handlers distinguish interruptions pertaining to monitor operation
which are sent to DDM programs, and interruptions pertaining to operation of the
system being debugged which are sent for processing to the programs of the system
being debugged.

The control processors of the monitor receive control by means of the DDM dispatcher.
A program operating in the '"task' mode is provided for each process. These programs
include a program to issue messages to the console, a program to control the pro-
cesses of the printout and change of data of DDM, and progarms to control the mode

of debugging, processing of printout instructions and data change.

7.12. Generalized Trace Facility

The generalized trace facility (UST) [GTF], pertaining to a class of monitor pro-
grams, is designed to acquire information on a specified class of events occurring
during the functioning of the computer under operating system control. The GTF is
included in any specific OS version when it is generated. It exists in the form of
modules of the control program nucleus and in system libraries. To use the GTF, a
monitor program is generated which implements its functions.

An event occurring in the computer functioning process is considered recognizable
if with each onset of this event, the monitor, in which the processing program for
this event is provided, receives control. After processing of the recognizable
event, the monitor returns control to the program, during operation of which this
event occurred.

The monitor places records on events recognized in the event trace and stores it on
an external storage unit. The event trace is a sequence of records on recognized
events, ordered by the time of their onset and which reflects the history of func-
tioning of a progarm or the computer as a whole during some time interval.

Events recognized by the monitor form three groups: interruptions, privileged in-
structions and the GTRACE macro instruction.
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Of the interrupt group, the following events are distinguished:
external interruption;

supervisor-call interruption;

program interruption; and

10 interruption.

The group of privileged instructions includes the following events:
LPSW instruction;

SSM instruction;

sio, TIO, HIO, TCM, WRP, ROD instructions; and

SSK, ISK instructions.

The GTRACE macro instruction is designed for inserting into the event trace data
- especially provided for this purpose.

The monitor can eb started only by computer operator command and functions as a

system task. Certain requirements on main storage and the IO system must be met
for successful functioning of the GTF. To store the evnt trace, the GTF monitor
may use a data set on either tape or disk. The computer must have a peripheral

for storing the event trace and ensure its serviceability.

An appropriate operator command is issued to terminate monitor operation and
cancel the GTF task. ,

7.13. YeS 0S Recovery Fac:lities

In the computer functioning process, various hardware malfunctions occur periodic-
ally which result in errors. The complexity of modern computers requires a rapid

response to an error; otherwise, delays in localizing errors and eliminating their
consequences will result in irregularities of the information in main storage and

extreme losses of time. ‘

To raise the efficiency of using modern computers, the operating system includes
special programs to recover the serviceability of the YeS OS after errors occur in
the CPU, main storage, IO channels and peripherals, and to record information on
the status of hardware and software at the time the error occurs.

These facilities include the following programs that have become traditional:
SERQ, SERL for recording the status of the hardware and the YeS 0S;

CCH for handling IO channel errors;

ERP for handling peripheral errors;

OBP for recording the status of peripherals;

EREP for editing and printing records on errors; and

the standalone program SEREP for editing and printing information on errors.
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With further development of the YeS 0S recovery facilities based on generalization
of the experience of operating with the preceding versions of the YeS 08, the need
arose to create additional program components that substantially expand the capa-
bilities of the recovery facilities. The new components reduce many situations
that result in overloading YeS 0S and strive maximally to overcome the effect of
errors on system serviceability.

The additional recovery facilities include:

the POSK program which enables recovery of YeS OS serviceability on the functional
and system levels;

the APR program for retry of IO operations over an alternate access path;
the DDR, dynamic device reconfiguration, program; and

the MIC [missing interruption checker] program for processing missing IO inter-
- ruptions.

Software recovery facilities are classified as facilities for recovery after IO
or machine errors.

Facilities for recovery after I0 errors are components of the IO supervisor or
operate under its control. Let us touch in more detail on an analysis of each of
the programs.

- The CCH program receives control when an error occurs in an IO channel. It analyzes
the error, generates information on the status of the YeS OS and hardware when the
error was detected and informs the operator that the error occurred. If it is es-
tablished that the error is transient, control is passed to the ERP program for re-
try of the IO operation. In event of a permanent error, control is passed to the
APR program (if it has been included in the specific 08 configuration during system
generation) to find an alternate path for access to the peripheral. But if CCH
determined the need to terminate YeS OS operation, it generates a record on the
error and passes control to the SERL or POSK programs for recording these data in
the system log SYS1.LOGREC and switches the CPU to the wait state. When termina-
tion of YeS OS operation is not required, control is passed to the OBR program for
recording information on the error in SYS1.LOGREC and sending a warning message to
the computer operator.

The APR program finds an alternative path for access to the peripheral specified in
the IO operation, but only when the channel error occurs on the main path. When

an alternate path through another channel is available, APR passes control to the
ERP program for retry of the IO operation. When an alternate path is not found,
control is passed to the SERO, 3ERL and POSK programs for recording the status of
the YeS 0S and hardware in the data set SYSL.LOGREC. APR gives the operator the
capability of adding or removing one of the paths for access to the peripheral.

The ERP program, a mandatory component of YeS 0S, is a set of standard procedures
for processing peripheral errors. There is an individual procedure for each
peripheral. The ERP program analyzes the error. If the error is permanent, retry
of the operation is not possible. The computer operator issues the appropriate
message and control is passed to the OBR program. In the other cases, ERP attempts
a retry of the IO operation. Tie number of retries depends on the peripheral type.
If the error is not corrected after the specified number of retries, it is
classified as permanent.
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The OBR program, a component of the IO supervisor, gathers statistics on the status
of the YeS OS and the peripherals in which the error occurred. The information is
logged in the system log SYS1.LOGREC. OBR also monitors how full the SYS1.LOGREC
data set is and informs the system operator about this.

The DDR program reconfigures devices. After a permanent error is detected, the IO
supervisor passes control to the DDR program which determines the possibility of
moving the IO operation to another IO device. If this is possible, the DDR performs
the appropriate rearrangement of the systems tables, issues instructions to the
operator for moving the volume needed and returns control to the ERP program for a
retry of the IO operation. DDR offers the capability of reconfiguring devices of
the same type, including card devices, disk and tape storage units and printers.

The MIC program monitors completion of IO operations. It identifies situationms
associated with losses of IO interruptions that are a result of both hardware mal-
functions and errors in YeS 0S operation. If an expected interruption has not
occurred within a specified time, MIC messages the computer operator, logs the in-
formation on the error that occurred in the system log and simulates the missing
interruption, completing the request for IO.

) Facilities for recovery after machine checks consist of the SER0, SERL and POSK
programs that log the status of the hardware and YeS OS, depending on the type of
computer used. The programs receive control when machine checks occur through a
new PSW for interruptions from the check circuits and in the case of IO errors,
from the CCH program. The SERO, SERL and POSK programs are mutually exclusive.

SERO determines the type of error detected, generates a record of the error, com-
pletes execution of all IO operations, records the information on the error in the
system log SYSL.LOGREC, sends the computer operator a message on the error, recom-
mending reloading of YeS 0S, and puts the CPU in the wait state. If a second
machine check occurs during operation of the SERO program, SERO logs special infor-
mation in the SYSL.LOGREC data set and puts the CPU in the wait state.

In addition to the functions implemented by the SERO program, the SERL program
analyzes the nature of the error based on information supplied by hardware facili-
ties, checks the nucleus area for parity errors, and attempts to recover system
serviceability, after abending the task affected by the error. If SER1 has estab-
lished the fact of distortion of the control programs or has not detected a
damaged task, the computer operator is sent a message on the error with the recom-
mendation of reloading YeS 0S, and the CPU is switched to the wait state.

The POSK program begins operation with analysis of the interrupt code that contains
information on the nature of the machine check detected. If the error was overcome
by hardware facilities, POSK logs the appropriate information in the system log

and performs no recovery operations. But if the interruption code is for an unsuc-
cessful hardware recovery, POSK tries maximally to keep YeS 0S in a serviceable
state. An attempt is made at functional recovery, as a result of which the da-
maged task remains fully serviceable. If functional recovery is not possible, re-
covery is made at the system level, which consists in abending the damaged task.
When the control program is damaged, recovery is considered impossible and the com-
puter operator is issued a message with the recommendation to reload YeS 0S.
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7.14. YeS DOS-3 Operating System

The YeS DOS-3 multiprogram operating system is intended for organization of effi-
cient functioning of small and medium YeS EVM-2 computers with virtual storage. It
supports batch job processing, data teleprocessing facilities and data base manage-
ment facilities. The concept of the DOS-3 control program differs considerably
from that of previous versions of the DOS. This new concept has the following main
advantages:

more flexible allocation of system resources;

more efficient IO control system in a virtual environment;

program independence of type and model of peripheral; and

simplified systems maintenance.

The DOS-3 modular structure permits expansion and improvement of software, which
allows relying on its viability over the entire period of operation of the YeS
EVM-2 in traditional and new applications. DOS-3 is based on uesing the concept of

virtual storage, dvnamic allocation of resources and centralization of all major
system functions.

YeS DOS-3 Composition. The first phase of the YeS D0S-3 includes the following
program components:

control program: supervisor, job management, initial loading, program for
peripheral concurrency;

logical I0 control system;

system utility routines: editor, librarian, special routines, sorting routines,
\ debugging facilities, device test routine;

Assembler translator;

translators for programming languages: FORTRAN, PL/1, COBOL, RPG-2 with auto-
report; and

BTAM.
Development plans call for the following program components in the second phase of
the YeS D0S-3:

expansion of the control program: support of secondary consoles, catalog of files,
expansion of remote job entry;

system utility routines: facilities for checking system generation, facilities
for managing statistics;

translators for programming languages: optimizing PL/1, PL/C, PASCAL, SIMSCRIPT,
SYSTRAN; and

the DL/l system.

Cempatibility with YeS DOS-2. YeS DOS-3 is compatible with YeS DOS-2 at the level
of :

high-level programming languages;
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Assembler language, if the program does not refer to internal control units and
system tables (including DTF tables) by means of non-system functions; and

object modules, if the program does not refer to the system nucleus and the re-
quirements for compatibility at the Assembler level are met.

Compatibility is not supported for programs dependent on specific characteristics
of computer models or devices.

To facilitate programming and increase compatibility, YeS DOS-3 has declarative
macro instructions that permit reference to control units and svstem tables in
symbolic form.

System Resources. The main function of the operating system nucleus is control of
utilization of all system resources. DOS-3 offers the following resources:

area of virtual addresses;

area of real storage;

area of storage on auxiliary storage direct-access devices for system use;

I0 peripherals;

data files on external storage units; and

operating system programs.

The best possible distribution depends on the nature of these resources. Some of ¢
them, control program components for example, are used jointly by many users at the

same time. Similarly, libraries and data files may be used jointly (only as input
information).

Unshay :d resources (for example, a storage area, unit record peripherals, output
and update files) are allocated dynamically, but largely to the entire process of
operation to avoid system impasses.

‘ Sequential and unit record peripherals are essentially not shared. DO0S-3 supports
definition of peripherals used jointly by several users and indirect IO (SPOOLING).

The system work area is primarily implemented in an area of virtual addresses, and
in doing so, a permanently allocated work area on disks is not required. Because

of this, the usual "critical' elements of a DOS system (SYSUT system utility files
and SYSLNK files) are not needed; therefore, the multiprogram mode is enabled for

even small hardware configurations.

Main Storage Management. The main system resource is virtual storage. All user
operations executed at the same time have their own virtual area not exceeding 16M
bytes. This virtual area is statically divided into four parts:

area of identical addresses;
area of jointly used programs;
a jointly used virtual work area; and

a personal virtual area.
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The identical address area takes up the lower part of any virtual area, starting
with the zero address (real ro virtual). This area is always implemented in real
storage, not reflected cn magnetic disks and is common for all virtual areas, but
the addresses of all objects are identical and real. This area contains the D0OS-3
control program and control tables. The boundary of this area is set when the
system is generated.

The area of jointly used programs is also common for all virtual areas. Stored on
magentic disks is a copy of the DOS-3 control program phases in the form in which
these phases are stored in the absolute module library. This area contains super-
visor transient programs, logical IO control system modules, logical IO control sys-
tem transient programs, the job management program, etc.

From the area of jointly used programs, parts of the DOS-3 are moved into real
storage by the paging mechanism. Since these system programs are reentrant, they
do not have to be copied into the page set. A copy of the jointly used virtual
work ares is kept in the page data set. The upper boundary of the jointly used
virtual work area is set when the system is generated and defines the lower bound-
ary of the personal virtual area. This address is the address, starting from
which the user usually edits his programs. Each user job is given its own (perso-
nal) virtual area (i.e. appropriate page tables are built). At thsi same time (or
during editing) the SYSLNK area is built. After a program is loaded for execution,
a copy of it remains unaltered in the absolute module library; alterable copies of
a program and data are kept in the page data set and used in the paging between
real storage and the page set. The size of a personal virtual area may be dynamic-
ally extended to a maximum of 16M bytes.

Real storage or the area of real pages is divided into two parts: the area of
ijdentical addresses and the area of replaceable pages. The contents of the area of
identical addresses is the permanent resident part of the DOS-3 control program,

- i.e. the real part of all virtual areas. The series of pages of the jointly used
and personal virtual storage is transferred to real pages when necessary. The con-
trol program periodically executes a review procedure to determine which pages are
no longer needed in real storage to keep the contents of changed pages in the page
set in the end.

The page set is placed on one or more disk volumes; a unique adjacent sector must
be allocated on each volume. The set forms the required storage area on disks to
keep the form of changed or constructed contents of any virtual storage area. The
entire page set area is formatted in advance into 1K-byte blocks and a segment is
the unit of allocation. Dynamic allocation of segments is determined by using the
segment set scheme in real c¢torage. The maximum size of this set is a parameter
of DOS-3 system generation.

Job Input and Planning. Jobs are input into the system by means of the device(s)
assigned by the operator as the system input device. When several system input de-
vices are available or if the system input device is a virtual device, the system
operates in the multiprogram mode. The system input unit may be a card input unit,
a tape or disk storage unit, a virtual system input unit that can be connected to
any unit record device, a floppy disk input unit or a telecommunications unit.
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The unit of assignment and planning of resources is the order, consisting of one
or more jobs that can be processed sequentially and make use of the same system
‘resources.

The first statement in any order [zakaz] must be a *$$JOB statement that can be con-
ventionally described as the creation and description of a partitien. The *#$$JOB
statement parameters are used by the system scheduler to determine whether all re-
sources requested are accessible and, consequently, whether the partition needed

can be created and started. The user first idnicates the required size of virtual
storage in kilobytes and the actual size of real storage (size of a working set of
pages). The required configuration of other resources (peripherals, disk and tape
volumes, files) is indicated by a reference to a certain phase of the description

of the partition in the absolute module library. Any number of different phases of
a description of a partition may be written and cataloged by using the system macro-
instructions. The partition description phase contains a list of standard assign-
ments, in which all devices (by means of the physical address (CUU) or device
class), tape and disk volumes needed for execution of the entire order are indicated.

This information is used by the system to determ:ne the capability of starting the
operation, reserving all required devices and building the appropriate table of
logical devices for the partition.

The work scheduler builds a table of requests for operation and puts it in the sys-
tem job queue. When all required resources are available, they are reserved, par-
tition tables are built, and the first job in the order is started. Jointly used
10 devices are not reserved for exclusive use. It is recommended that IO devices
be allocated by class or volume registration number to make full use of system
flexibility. Output and update files on disk are reserved when opened for individ-
ual use; input files may be shared.

Supervisor. DOS-3 consists of a relatively small nucleus that includes the inter-
rupt handler, the queue handler, the SVS programs, programs for recovery of IO
errors on disk, a program to find a missing page and others.

The nucleus stays permanently in the identical address area. In addition to the
nucleus, the supervisor includes a number of programs kept permanently in the area
for jointly used programs. The table of contents of all the programs in this area
is built by the editor and stored in the identical address area during initial load-
ing. The supervisor can control parallel processing of up to five independent
operations (job streams), each of which is executed in its own partitionj wup to 99
subtasks may be created and executed corcurrently in any partition.

Logical IOCS. Three basic aims were considered in developing the logical IO control
system [IOCS]:

maintain the continuity of the logical IOCS;

improve the efficiency of the system with regard to its functioning in the virtual
environment; and

increase the flexibility of the system.

The first aim was achieved by keeping all the data access methods that existed in
preceding versions of YeS DOS in the YeS DOS-3 logical IOCS. System declarative and
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execulive macro instructions retain at the symbolic level the main features from
preceding systems; in the process, howver, a number of file description parameters
are not considered. All system expansion methods were designed to maintain soft-
ware compatibility. Organization of files of various formats was also retained.
The exception is organization of index sequential files which underwent some chang-
es because of implementation of more modern concepts of index sequential files.

The system offers programs to translate index sequential files from previous ver-
sions of YeS DOS into those for YeS DOS-3.

The necessity of achieving the second aim occurred because the DOS-3 logical IOCS
is intended for functioning in the virtual environment, while the hardware for IO
operations in a virtual environment is insufficiently developed. The main task in
executing any IO operation is the fixing of all storage areas needed in execution
of the IO operation in real storage for the entire operation execution time. Work
areas such as those for the channel program, list of addresses for indirect addres-
sing in the channel, disk address for finding a specific block on disk and others
are reserved in one area during the data file opening procedure. The user should
not specify IO areas in his program. In this case, allocation of IO areas is per-
formed automatically during the opening procedure. Automatic allocation of work
areas during the opening procedure allow: obtaining an adjacent area for all work
areas associated with the IO operat:.ns; this saves on the number of apges needed
for fixing in real storage and permits one fixing during the opening procedure in-
stead of multiple fixing at the start of each IO operation.

Raising the flexibility of the logical IOCS is achieved by the following methods:

change in the principle for connecting executive modules for I0. Executive IO
modules are connected during the date file opening procedure; since they are reen—
trant, they may be used in several tasks at the same time, which saves considerable
storage in the multiprogram mode of operation;

offering the capability of dynamic allocation of IO areas during the file
opening procedure;

the capability of‘dynamic change of parameters; for example, right before the
start of a program, record size and record block size may be specified; and

the higher degree of independence of the peripheral makeup. In assigning devices,
one may specify only the device type, and the operating system will allocate a
free device of the given type.

Libraries. There are five types of libraries in YeS D0S-3: absolute module
(phase), object module, source module, procedure and edited macro definition.

The absolute module library is intended for storing programs (phases) ready for

execution. In addition to the usual phases, this library contains partition de-
scription phases that are used during start of partitions an list the resources

needed for the partition; it also contains the table of contents of programs in

the virtual area of jointly used progarms.

The object module library is intended for storing object modules tha: result from
the programming language translators. Basically, this library is used to hold

standard programs stored in object module form convenient for connecting to other
programs.
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The source module library is intended for storing modules in the source programming
languages. A convenient apparatus is provided to make changes in source modules
and connect other source modules as parts of a given source module.

The procedure library is designed to hold frequently used job sets. There is &n
apparatus for adjusting procedures for specific applications (substitution of
assigned parameters).

A thorough syntactic check is made during cataloging of macro definitions. This
speeds up debugging and translating of macro definitions from the usual format into
the edited, which speeds up considerably the process of generating macro expansions
from macro definitions. This information is contained in the edited macro
definition library.

All libraries are disk files. At the beginning of each library, there is a table

of contents of the library elements, which are sorted and blocked. To speed up

searching, each block of a table of contents has a key. Library element text is
- stored in fixed-length blocks. All libraries may be system or personal.

The general library maintenance routine performs on library elements functions such
as cataloging, deleting, renaming, correcting, perforating and printing individual
elements or groups of library elements. The maintenance routine used to copy and
reorganize libraries transfers entire libraries, sublibraries and groups of library
elements from disk to tape, i.e. it copies libraries, sublibraries or individual
elements from one or more libraries input to one output library. Ordering and
compression of text occurs during this transfer.

Spooling. The real capabilities of multiprogramming with a small amount of hard-
ware are limited by the number of unit record devices, especially by the number of

- line printers. Therefore, spooling is included in the DOS-3 control program. At
system generation time, the user may specify any number of virtual unit record de-
vices, each fo which is associated with a real device. Virtual devices may be used
at the same time by several partitionms.

If several additional virtual printers or other devices have been defined, any
program in any partition may use all these devices at the same time. Data obtained
as a result may then be printed sequentially on one real printer.

For input, the situation is somewhat different. In this case, the operator may
start the process of buffering of data on any number of input units, including
telecommunication devices. Direct input of other jobs into the system may occur at
the same time, if a real peripheral has been agsigned to the corresponding logical
input unit.

Thus, one can combine as desired direct input and spooling, i.e. system IO of data
through SYSRDR, SYSIPT, SYSLST and SYSPCH from a terminal or output to it is
possible only in the spooling mode. In this case (indirect IO over teleprocessing
lines), any program can read (write) its data from (and to) a terminal by using
the conventional macro instructions in the logical IOCS just as if it came from a
card reader or output to a printer, etc.
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There is a job control language and operator command language that allows setting
and changing priorities of individual operations and specifying the need for
keeping or processing data, deleting after processing or moving from the output
gueue to some input queue. The majority of central operator control commands are
avdilable to a remote operator.

Command statements can be used in the data input stream to include data coming from
other input units in the stream. This is especially useful in inputting data from
floppy disks or perforated tape units prepared without the appropriate control
cards. Data input from nonstandard units, from perforated tape input units for ex-
ample, can be translated into the standard DKOI [decimal information interchange
code] and then processed the usual way.

Spooling allows the operator to determine the actual status of IO queues, the
status of current operations, use of resources, etc. This enables collection of
basic accounting data, that is kept automatically in the form of a spearate data
queue and output as required. The system is built to enable simplicity and
efficiency in restarting after device errors occur.

7.15. Application Program Packages

Along with the operating systems and maintenance programs discussed above, applica-
tion program packages (PPP) are an integral part of the YeS EVM software system.

A PPP is a functionally complete complex of program facilities oriented to solving
a specific logically complete class of problems.

The PPP developed within the YeS EVM differ in independence of the type of hardware
and peripherals used, ease of adjustment, diversity of classes of problems solved
(application areas) and by the various algorithms for solutions in each class.

They are oriented to operating under the control of the YeS DOS and YeS OS opera-
ting systems and in many cases are a further expansion of them. There are now over
a hundred packages embracing several millions of instructions in the Unified System.

PPP are classified by application sphere and class of problem solved as folows:
general-purpose;

for solving engineering, scientific and technical problems;

for solving economic problems and those in ASU's; and .

expanding the capabilities of themain operating systems.

General-purpose PPP include programs that implement mathematical methods (for ex-
ample, methods of queueing theory, probability theory, mathematical programming,
etc.) for solving problems that pertain to many spheres of application. As a rule,
these programs form the basis of the complex application problems of management and

planning, operations research, simulation, etc., but may have an even greater value
of their own.

Individual packages, as wcll as methodologically oriented (numerical mathematics,
mathematical statlstics, ctc.) PPP for engineering, scientific and technical calcu-
lations, are designed to solve problems of computing special functions, interpola-
tion, optimization, design, medical research and others. This class of PPP is
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characterized by & great diversity in problems solved and continual expansion of
them. Resting on program creation as the basis and making use of the high-level
programming languages designed specifically for scientific and technical applica-
tions, the user may develop packages oriented to solving his own problems.

The PPP for economic calculations and ASU are used to solve problems of production
management and planning, operations and long-term planning, supply of materials and
equipment and others. In connection with the widespread incorporation of Unified
System computer facilities in various types of automated management systems, this
class of PPP is assuming major importance; new programs have to be written and
standardized especially in view of their widespread application.

Efforts by developers of Unified System software who specialize in the problems of
applications programming are mainly focused on creating PPP that extend the capa-
bilities of the main operating systems. These packages are designed to support
certain modes of operation of computer systems, as well as the functioning of
specialized hardware.

Since this class of packages by its functional value is of special interest to

YeS EVM users, given below in detail are the characteristics of the programs that
expand the functions of operating systems in the direction of supporting additional
modes of operation and managing complex data structures.

A major quality of modern computer systems from the viewpoint of their use in
building ASU's and IPS [information retrieval systems] is the availability within
the standard software of facilities for organizing and managing large data files
and facilities that afford shared access to these files in thz mode of simultaneous
servicing of user queries coming from remote and local terminals. There are now
two PPP supporting these functions within the YeS EVM software system.

The "Oka'" Data Base Management System (SUBD "Oka") [DBMS] is intended for building
large-scale informational, reference and management systems with a large volume of
- processed information and complex logical ties between the data elements.

The system supports operation with data bases in the batch and teleprocessing
modes. All types of remote and local YeS EVM terminals can operate in the system.

Data access is provided by application programming facilities in PL/1l, COBOL and
Asgembler through the BETA data language. The DBMS data bases are implemented by
hierarchical and inverted data structures.

The DBMS facilities support sequential and random access to the data bases and all

types of processing: selection, insertion, replacement and deletion at the level
of logical units of data.

The system has developed facilities for managing data bases that enable:
logging of all changes occurring in a data base and recording all messages;

data recovery that maintains the information stock of the system in the correct
status in event of equipment failures and malfunctions;

resource protection from unauthorized access;
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reorganization and loading of data bases; and

preparation of statistical reports.

In the teleprocessing mode, the "Oka" system performs all functions required for
managing the reception, transmission, switching and translation of messages ex-
changed between the terminal network and a computer.

The 'Kama" Data Base Teleprocessing System is intended for use as teh base software
in building:

a wide class of conventional applications for teleprocessing systems, including
message switching, reception of inquiries, data input in the interactive mode and
data acquisition; and

information reference systems for shared use operating online and characterized by
quick response.

The '"Kama' system supports processing forms such as data input and accumulation on-
line, message transmission from one terminal to another, online start of applica-
tions programs from terminals. This system also services user queries at the same
time, coming from the terminal network. The number of simultaneously executable
programs is limited only by the size of main storage available.

User requests are realized by application programs written in PL/1l, COBOL or Assem-
bler. Application programs are linked to a teleprocessing system by macro instruc-
tion facilities.

Data management in the data base teleprocessing system offers facilities for work-
ing with sequentially organized files and data bases built with YeS OS5 files with
index sequential or direct organization. Information capabilities of the data base
teleprocessing system enable management, selection, recording and updating of
information in data bases.

Information system developers are fully responsible for the initial loading and
integrity of the data bases.

The KROS PPP is designed to expand the capabilities of the YeS 0S. Operation of
the operating system together with the KROS PPP enables:

raising computer system throughput because of the change in the YeS 0S job manage-
ment algorithm and the use of special access methods for operation with job input
streams and data output streams. How much throughput is increased depends on the
computer configuration and the nature of jobs executed; and

automating computer operator functions. The KROS PPP performs automatically some
of the actions usually performed by the computer operator.

For example, the KROS package plans and starts programs for system input, system
output and initiators. Computer operators are also given a number of additional
commands to manage job execution and peripheral operation:

dynamic ordering of task solving based on an account of the use of the CPU and
peripherals; and

automatic inclusion in the job input stream of jobs formed by user programs.
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Using the KROS package reduces the requirements for resources for a computer system.
In particular, less direct access storage needed for holding the input and output
data sets is required. Main storage size needed for KROS package operation is
generally less than that needed by standard YeS 0S facilities performing similar
functions.

Since the KROS package supports remote job entry, the remote user can execute
jobs under the control of YeS OS and KROS.

Unified System computers with the standard instruction set and the AP-4 (YeS-8504)
terminals can be used as the remote stations.

Also note that using the KROS PPP does not require any change to YeS OS or user
programs.

The KROS PPP is independent of the YeS 0S edition and can be used as the basis for
development of new facilities and capabilities that do not affect YeS O0S and user
programs.

The ROS PPP is intended for the functioning of a computer system that includes an
arbitrary number of Unified System computers, each of which operates under control
of the YeS 0S.

- The ROS PPP operates in one computer in a multimachine system. This computer is
called the service computer and the others are called main computers. The service
and main computers are linked by a‘channel-to-channel adapter.

Using YeS OS together with the ROS package in a multimachine computer system raises
the throughput and reliability of the computer system compared to the computers
used separately; it also permits reducing the number of computer operators main-
taining the multimachine system. This advantage is achieved by dividing the func-
tions for job execution between the service and main computers and making sue of
the additional capabilities offered by the ROS PPP.

Job execution functions are divided as follows. The service computer takes care of:
input and building a common job queue for the whole multimachine computer system;
planning of job execution on the main computers with regard to user requirements;
‘sending a job for execution to a selected main computer;

receiving data from a main computer, obtained as a result of job execution;

output of data received on a printer and perforation; and

automatic issuance of required operator commands to the main computer.

Since all auxiliary functions for job processing are taken care of by the service
computer, a main computer is concerned only with job execution. Also, instead of
the slow devices for job input, data output and the operator console, a main compu-
ter uses high-speed channel-to-channel adapters for data transmission. These con-
ditions for operation of a main computer within a multimachine computer system sig-

nificantly increase the efficiency of its operation compared to the usual operating
conditions.
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Additional capabilities of the ROS package include:

user job processing management by using ROS command statements together with YeS
0S JCL command statements. Use of ROS command statements is not mandatory;

capability of advance setting of data media needed for a job on a main computer
before the start of job execution;

processing of internal jobs, which allows a user program executed on a main compu-
ter to generate new jobs and place them in the common ROS job queue;

management of dependent jobs, which allows a user to establish a relationship be-
tween jobs in some group of jobs and execute these jobs in a sequence described by
the user;

remote processing of jobs, i.e. the capability of remote job entry from terminals
and output of , processing results to them;

additional service routines in the form of a standard set of service functions
operating under ROS control; and

the local execution mode, when one computer is used as the main and service
computer.

The real-time supervisor (SRV) is a PPP that together with the YeS OS enables
efficient use of all models in systems that control processes or objects in real
time. The real-time supervisor offers facilities to extend the functional capa-
bilities of the operating system in the following directions:

use of nonstandard I0 devices (real-time devices) and lines for external interrup-
tions (real-time lines) as sources of data to be processed in real time;

rapid system response in processing data coming into the computer from the real-
time devices and lines;

a strict tie-in between times of execution of functional programs in a system and
actual time transpiring; and

a number of additional optional capabilities (operation with resident and nonresi-
dent data queues, logging of events in a system, operator service and others) that
may be used in process control systems.

To realize these capabilities, the real-time supervisor has its own facilities for
organizing the data processing process, in the background of which occurs the
operation of the operating system. As a result, the SRV offers an additional, with
respect to those available in the operating system, mode for servicing programs,
called the real-time mode; programs using SRV capabilities are executed under

this mode.

Universality of SRV and the efficiency of the real-time mode supported by it are
achieved because of the availability of the SRV generation facilities. The genera-
tion facilities allow obtaining specific versions of the SRV with regard to the

configuration of available hardware, the configuration of the operating system ver-
sion used and the features of the functional purpose of tne process control system.
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Chapter 8. Functional Characteristics of YeS EVM-2 Models
8.1. The YeS-1015 Computer

With a throughput of 19000-21000 instructions/second, the YeS-1015 computer is the

smallest model in the YeS EVM-2 family. It is intended for use in batch processing
and the interactive mode in traditional data processing systems. This computer is

also used in rail transport management, enterprise management, in information sys-

tems for resource management, in power engineering, in executing commercial, bank-

ing and financial operations, in various data bank systems and in training.

In accordance with the YeS EVM-2 principles of operation, the YeS-1015 computer
is compatible with YeS EVM-l models and realizes:

extended precision floating-point operations;

facilities for organization of virtual storage with a 16M-byte capacity;
storage protection facilities;

extended facilities for processing of machine errors;

monitor program support facilities;

program event recording facilities; and

microdiagnostic facilities.

A structural feature of the YeS-1015 is the connection to a commen bus of standa-
lone processors that operate concurrently and implement the principle of decen-
tralized data processing. Communication between the standalone processors that
make up the CPU is effected by using simple and easily interpreted standard mes-
sages. The CPU also includes the main storage unit; display console (operator con-
sole), and three types of standalone processors oriented to execution of different

functions: instruction processing (UEP), input/output (IOP) and service processor
(RAP).

The operator console consiste of the YeS-7168 display with 16 lines of 56 charac-
ters per line and the YeS-7186 matrix printer with a printing rate of 180 charac-
ers per second [cps] with 132 characters per line.

The instruction processing processor:

fetches data from main storage;

decodes instructions;

executes arithmetic and logic operations;

executes interruptions;

unpacks [0 instructions and starts the operation of the IO processor.

The internal storage of the instruction processor is made up of general, floating-
point and control registers. Processor cycle time is 550 ns.

Up to four IO processors that execute different functions may be used in the CPU.
The first processor controls the directly connected YeS-7184 printer and IO peri-
pherals through the multiplexer channel. The second processor controls the direct-
ly connected YeS-5061 disks, the maximum number of which is 8. The third processor

Here and from now on, computer throughput is indicated for statistical mixes
- for solving scientific and technical problems.
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is the selector channel; up to eight YeS-5017 units are connected to it through
a YeS-5517 control unit. And finally, the fourth processor for I0 effects a
direct link to a data teleprocessing system.

Cycle time of the IO processor is the same as the instruction and service pro-
cessors, 555 ns.

The service processor checks the operation of all CPU functions and supports:
logging and analysis of errors, input of microprograms and computer-operator
communication.

Main storage with a maximum capacity of 256K bytes is built with integrated cir-
cuits. Cycle time is 1 microsecond, access width is 2 bytes. An autonomous unit,
the storage control unit (OTV), is provided to organize access to main storage
within the CPU.

YeS-1015 computer software includes the YeS DOS-3 operating system that supports
the YeS EVM-2 capabilities and a set of maintenance routines (KPTO) that includes
not the traditional software, but a system of microdiagnostics that performs the
following functions:

correction of errors occurring during operation;

logging of malfunctions in automatic mode;

offline testing of the machine during preventive maintenance; and

localization of defective units and assemblies

The standard peripheral composition for the YeS-1015 and the other YeS EVM-2 models
is given in table 30.

8.2. The YeS-1025 Computer

With a throughput of 35000-50000 instructions/second, the YeS-1025 is the second
member of the family of program compatible YeS EVM-2 machines and belongs to the
class of small machines. It is oriented to solving a broad range of scientific and
technical, economic and special problems both in the standalone mode and in infor-
mation processing systems, including real-time and shared use systems. The YeS-
1025 can also be used in large computer systems as a slave computer for preliminary
processing of information. The sphere of application of the YeS-1025 is governed
by the features of its structure:

higher technical and economic indicators and primarily of the throughput/cost ratio
than the YeS-1021 computer because of a more flexible and efficient internal
logical structure;

organization of virtual storage with a 16M-byte capacity;

connection of a broad complex of external devices;

direct connection of high-capacity external storage units; and

an easy and convenient method of connection to data teleprocessing systems and

to other computers.

The YeS-1025 computer processor is similar in structure to that of the YeS-1015.
It is designed in exactly the same way for decentralization of execution of func-
tions that permit processing of arithmetic and logic instructions concurrently with

I0 of information from peripherals, with operations from the operator console and
with diagnostic procedures. In accordance with this, the YeS-1025 processor is

175

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4



CIA-RDP82-00850R000500030027-4

2007/02/09:

APPROVED FOR RELEASE

FOR OFFICIAL USE ONLY

(1) T90%
(1) 080%
(T) 906L
(2) %90L
(2) 2oL
(2) 2209
(2) 0T0L
(2) 6109
(2) ZeoL
(2) LLoL
(8) $20S
(2) 58S
(8) 990§
(Z) 99S¢
G901

(1) 906L
(2) 2zoL
(2) 7209
(2) oto0L (1) vi0L
(2) 6109 (1) 9109
(2) €g0L (1) €t0L
(2) LL0L

(8) €0°LTOS (8) TO°LTOS
(2) LTSS (1) LTSS
(9) 990§ (8) 1906
(Z) 996§ (1) 196§

0901 6601

aaydepe
T2uueyd>=-031~T3UurRYd

a93eadsax o1807
(sfe1ds1p 1no3)

S9]0SUOD YdUurlIq YA
3Tun [OI3UOD IIISNTD

3Tun QO
uotrjewiojur orydead
pue oi1asumueydie

uolalels

(T) To6!L 01 °de3 aaded

(1) 220L (1) zZ0L aayound adey aaded

(1) 2209 (1) 2209 Japeaa adey aaded

(1) oT0L (1) ot10L (2) vioL (1) %10L 1ayound paed

(2) T109 (1) Z109 (2) 9109 (1) 9109 I9peal1 pied

i (6£0L) I93utad

(2) 2goL (1, ZeoL (2 Y01, (1) #%81L o>1asumueydie

3TUn [OI3UO0D

(D Lo yatM 193TamadL3

(9) LT0S  (9) LT0§  (9) %005  (€) L10§  3Tun 33e103s adey

31un [0I3jU0D

(1) LTSS (1) LTSS (T) LT8S wwmuowm ade

3

(m 1905 (e to0s (%30S (&) 1906 rp iamnouss

3fun

(1) 19SS (1) 19SS - - 1013uod 38e1031S YSTIP

Sy01 GeE0T G201 G101 Teiaydrasg
g93nduwon

(w-S2X. £q papedasad sae

siequmu Topow TTe ‘uoTiean8Ijucd piepupls Syl UT SITUN JO IdqUNU ST sasayjusaed ul Iequnu)
sza3ndwoy Z-WAT S$SA 2yl 2103 uorjrsodwo) 1easydiasg paepuels °Qf °19qel

176

FOR OFFICIAL USE ONLY

CIA-RDP82-00850R000500030027-4

APPROVED FOR RELEASE: 2007/02/09:



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4

FOR OFFICIAL USE ONLY

made up of six autonomous functionally complete modules connected to a common bus.
Communication between any two modules is effected by using special interface
adapters built into each of them. Since the modules use a common bus with time
sharing, the bus is physically divided in two to increase throughput. Also, one-
third of the bus is used for asynchronous transmission of signals from the service
module to the others and vice versa for convenience of diagnostics.

The YeS-2025 processor includes the following basic modules: operating, service,
control, main storage, disk and multiplexer.

Additional facilities may be included in the processor as a function of the
application:

a second main storage module;

a tape module; and

a switching module.

Each of these modules uses microprogram control and a set of internal registers to
enable execution of the functions imposed on it.

The operating module realizes execution of the YeS EVM-2 universal instruction set,
including the standard set of operations, operations with decimal numbers, opera-
tions with floating point, conventional and extended precision, operations for
translation of addresses and conditional exchange, and operations enabling opera-
tion with time facilities and storage protection keys.

As noted earlier, a major feature of the YeS EVM-2 models is the availability of a

developed diagnostic sys~em that enables detection and rapid localization (and in

some cases even correction of data) of faults due to malfunctions and failures
- occurring during computer operations. In this respect, the YeS-1025 is no excep-
tion and makes use of both software and special hardware for diagnostics. The
software is intended mainly for diagnosing IO devices and disk and tape storage
units. The hardware inciudes a system of links that enable direct writing and
reading of information in each module or its major parts, and a special service
module for initial recording of microprograms, control of procedures of micro-
significance and processing of information on malfunctions. nurdware facilities
for the YeS-1025 computer diagnostic system also include the operator console with
the YeS-4063 alphanumeric display, the YeS-7934 serial printer and the YeS-5074 or
YeS-5075 floppy disk storage unit. In the process of computer functioning, infor-
mation on malfunctions is accumulated on floppy disk and can be output on the dis-
play or printer for expeditious analysis of the reasons for the failures and mal-
functions. Also stored on floppy disks is information on the causes of the most
typical malfunctions that have ever occurred at a user site, which is essentially
a set of diagnostic tests that permit rapid and efficient discovery and correction
of damage to computer functioning.

The control unit in the YeS-2025 processor 1is essentially a storage control unit
that performs all the encessary functions on organizing work with main storage and
orguanizing access to data.

The main storage module is built with inetgrated circuits with a capacity of 1024

bits per package. One module holds 128K bytes. Using an additional storage
. module permits obtaining the maximum possible main storage, 256K bytes, for the
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YeS-1025 computer. Main storage read cycle is 500 ns; write cycle is 750 ns, and
width is 72 bits.

The disk module is an adapter for diicct connection of up to four disk storage
units, just as the tape module is used for direct connection of tape storage units.

The multiplexer module is designed to comnect IO peripherals to a computer by means
of the standard IO interface. Throughput of the multiplexer module in the burst
mode is 29K bytes/second and in the multiplexer mode, 24K bytes/second. The number
of multiplexer subchannels is 32 with maximum throughput for a one-byte interface
of 29K bytes/second. Total throughput of the multiplexer module is 1.0M bytes/
second.

A distinctive feature in the structure of the YeS-1025 computer processor is the
presence of a switching module that has 16 lines for connecting both terminal
equipment for a data teleprocessing system and small computers in the SM EVM series.

8.3. The YeS-1035 Computer

The YeS-1035 computer has a throughput rate of 140,000-160,000 instructions/second
and it in the medium class. It is intended for solving a broad range of scientific
and technical, econcmic and special problems in shared-use batch processing, tele-
processing and real-time systems as well as in areas that require a general-purpose
computer with large computing capacity and a broad set of high-speed peripherals.
This model can be used in small and medium-size computer centers and at the lower
and mid levels of automated management systems. It implements the universal set of
YeS EVM instructions and is program compatible with other Unified System models.
Emulation facilities provide program compatibility with the Minsk-32 computer.

By connecting the YeS-8371 communications processor to the computer, a general-
purpose computer complex can be created for shared use and teleprocessing of infor-
mation. By using the special processor for array computations, a computer complex
can be obtained for scientific studies oriented to array processing of large data
files.

The processor (the YeS-2635) is the central unit in the YeS-1035 computer; it is
intended for executing arithmetic and logic operations, organizing reference to
main storage, organizing data exchnage between main storage and channels, control-
ling the sequence of instruction execution, actions during interruptions, operation
of time readout facilities, initial program loading and operation of IO devices.

The processor processes numbers written in binary code, fixed-length floating-point
numbers, variable-length decimal numbers, and fixed and variable-length logic
information.

This processor consists of the central processor (the YeS-2435) with a byte-multi-
plexer and two selector channels, the YeS-3235 main storage unit and the YeS-~0835
power supply.

This processor also has additional facilities: a channelto<hannel adapter
enabling joint operation of two YeS$S-1035 computers and permitting transfer of

178

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4

FOR OFFICIAL USE ONLY

data files from one computer to another through selector channels; two selector
channels or an integrated file adapter.

Control of ALU operation is microprogrammed and width is two bytes. Control is
effected by using reloadable storage of microprograms made with IC's with a cycle
of 200 ns, width of 32 bits and capacity up to 64K bytes. Microprograms are laoded
into storage from the console magnetic tape storage unit. If necessary, the user
can replace the microprograms kept in storage. Automatic localization and indica-
tion of computer malfunctions is performed by using a special set of diagnostic
microprograms. Checking computer serviceability by using the microdiagnostic sys-
tem takes no more than 15 minutes.

When a reference is made to main storage or to microprogram stcrage, a correcting
code is generated, stored and used to analyze the validity of the data transmission.
If a single error emerges, the information is corrected.

If a malfunction occurs in the processor, control is passed to the microprogram for
retry; it restores the situation that preceded the malfunction and passes control
to the sector of the microprogram where the malfunction occurred. If the retry is
successful, normal computer operation continues and the error is recorded in
storage for analysis.

The instruction set includes arithmetic instructions to process floating-point
128-bit operands.

There are two versions of main storage for the YeS-1035 computer: the YeS-3235
ferrite core unit and the YeS-3238 integrated microcircuit unit. The YeS-3235 main
storage unit has variable capacity: 256, 512 and 1024K bytes. Storage cycl~ time
is 2 microseconds, access width is 72 bits and access time is 800 ns. The YeS-3238
is built with 4K-bit integrated circuits and has a capacity of 2ZM bytes. Storage
cycle time is 850 ns and access time is 650 ns.

The YeS-1035 computer IO channels (selector and byte-multiplexer) make use of pro-
cessor equipment for their operation, i.e. they are integrated. The selector chen-
nel enables connecting high-speed peripherals (external storage devices) to the
processor. The computer has two selector channels; up to 256 devices may be con-
nected to each channel. The byte-multiplexer channel operates with low-speed IO
devices. Up to 184 devices can be connected to a multiplexer channel.

The selector channels may be operated in the block-multiplexer mode which permits
connecting up to 512 devices to the selector channels.

In a multiplexer channel, the number of subchannels (number of connectable devices)

is governed by control storage size allocated to store channel control word=<, i.e.
from 64 to 128.

Execution of IO instructions and data transmission is effected by multiplexer
channel microprograms.

Maximum throughput of the multipelxer channel is 30K bytes/second.
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The mixed principle of control is used in the selector channels. IO instructions
are executed by selector channel microprograms, while data transmission between
main storage and channels is effected by hardware with partial use of CPU equip-
ment. Maximum rate of data transmission in the selector channel is 790K bytes/
second and total throughput of the channels is 1.2M bytes/second.

All basic conecpts of the YeS EVM-2 have been implemented in the YeS-1035 computer:
extended instruction set;

virtual storage;

block-multiplexer mode of channel operation;

riultisystem facilities and time readout facilities;

program event recording;

provision of monitor programs;

extended precision floating point operations;

correcting codes for main storage; and

advanced microdiagnostic procedures.

The YeS-1035 computer features Minsk-32 emulation facilities that permit use of the
large stock of application programs developed for that machine. These facilities
include:

facilities for emulating Minsk-32 programs;

facilities for translating programs in  source languages; and

data transfer facilities.

Provision of Minsk-32 and YeS-1035 compatibility based on considerations of econom-
ic effectiveness is implemented on two levels: program and program-microprogram
(emulation level).

< _The expediency in using the program level of compatibility stems from the fact that
many Minsk-32 programs are written in the high-level programming languages and the
proceéss of their primary interpretation is not time critical. Primary interpreta-
tion provides for the sequence of conversion, translation and execution.

The second compatibility level, emulation, is used for programs written in the
Minsk-32 machine language. Such programs make up a large part of the whole stock

of programs since they are most economical. Therefore, the emulation level is the
main and most efficient. Based on the great differences in data representation and
formalization of computational processes and IO operations, in the second level of
compatibility, 68 percent of the instruction set is covered by microprogram inter-
pretation and 32 percent by prog am. Program interpretation of Minsk-32 instruc-
tions is largely accounted for by interpretation of general extra codes for exchange
and extra codes for exchange with external devices. !Microprogram interpretation is
propagated for both computational and IO operations.

I0 emulation has been implemented for extern~l devices in the basic set for the
Minsk-32 by vusing suitable analogs in the Ye35-1035 set of external devices. In the
process, units designed to operate with the Minsk-32 or converted in advance for
use with the YeS-1035 may be used.

The YeS-1035 computer compatibility facilities provide emulation of the Minsk-32
computer with a l.4-fold increase in throughput.
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8.4. The YeS-1045 Computer

The YeS-1045 is a general-purpose computer with medium throughput of 880,000 instruc-
tions/second; it is designed to solve a broad range of scientific and technical,
economic, informational and special problems both in the standalone mode and in
information processing systems.

The universality of the YeS-1045 is provided by the balanced indicators of proces-
sor throughput, the universal instruction set, a unified method for comnecting
various external devices and advanced software. The logical structure of this com-
puter meets the requirements imposed on the logical structure of the YeS EVM-2.

The YeS-1045 computer is program compatible with YeS EVM-1 models (in the basic
control mode) and with other YeS EVM-2 models from below upwards.

The structure of the YeS-1045 computer permits organizing a dual processor system
based on two computers and mutlimachine systems, ensuring in the process high
throughput, reliability and viability.

Dual processor systems are organized by creating a common extent of main (up to 8M
bytes) and external storage for both processors operating under the control of a
- single operating system.

Multimachine systems are created by complexing at the level of channels by using
channel-to-channel adapters, direct control facilities and a common extent of exter-
nal storage; each computer operates under control of its own operating system.

In the YeS-1045 computer, the capability has been provided through a special inter-
face for connecting an array processor developed to substantially raise the effi-
ciency of solving problems on pattern recognition, processing of geophysical data,
etc.

A special access method under control of the 0S5 6.1 operating system allows the
user to solve problems with the use of high-level languages.

The array processor together with the power supply and engineer panel is placed
in a standard YeS EVM rack.

The YeS-1045 computer hardware has been developed on the modular principle, which

- allows a user to design specialized compuer systems corresponding to the purpose
of the system being created to the greates* extent without making any changes to
the structure and design of the machine.

Standard YeS-1045 computer facilities included in any system configuration created
by a user include:

the processor;

facilities for processing in the basic and extended control modes;

the YeS EVM-1 universal instruction set and the majority of the new YeS EVM-2
instructions;

virtual storage;

instruction retry facilities;

monitor facilities;
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program event recording;
high-speed 8K-byte buffer storage;
byte-multiplexer channel; and
five block-multiplexer channels.

Optional YeS-1045 computer facilities include:

the array processor;

direct control facilities;

facilities for organizing a dual processor system;

extension of main storage to 4M bytes by adding new 1M-byte blocks;
two channel-to-channel adapters;

logic repeater; and

configuration panel.

New configurations of the YeS-1045 computer may be derived by adding specific

additional facilities to the basic machine composition or by connecting a broad

range of external storage units, IO devices or teleprocessing devices to the IO
~ channels through the standard interface.

The central part of the YeS-1045 computer is placed in three standard YeS EVM
racks (processor and IO channels, main storage and computer power supply). Also
placed in the power supply rack are the channel-to-channel adapters, logic
repeater and their power supply.

When connecting main storage built with integrated circuits, the standard set for
the YeS-1045 is palced in two standard YeS EVM racks.

The CPU for the YeS-1045 computer includes the following units: microprogram con-
trol, instruction fetching and interruption servicing, arithmetic and logic,
storage control, checking and diagnostics, and the control panel.

Machine control storage consists of two parts:

permanent, designed to store processor and IO channel control microprograms, and
loadable, for storing microprograms, console operations, diagnostic microprograms
and the microprograme for array processor access to the YeS-1045 computer. The

microprograms are loaded from the console magnetic tape storage unit, the ML-45
cassette type.

A special high-speed unit, an accelerator, is included in the processor to speed

up execution of certain "long" arithmetic and logic operations. Executed in the

accelerator are all multiplication operations, translations into the binary and

decimal systems for packing and unpacking, all primary shift operations and some
_ move and store operations, 25 operations in all.

The YeS-1045 computer processor has .he following technical parameters:

duration of machine step, ns 120

control principle : hardware-microprogram
width of arithmetic unit, bits 32

number of overlap levels 2

The processor includes different types of integrated circuit storage: control, buf-
fer, local protection key storage, etc. The YeS-3206 main storage unit, designed
to receive, store and output information, is used as main storage in the YeS-1045.
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Ferrite cores are used to hold the information. The storage unit is built on the
principle of the 2.5D access. Structurally, the unit is made on the base of a
standard rack, in which are placed the control unit, storage modules (with 64K
bytes in each) and power supply system. There are facilities for protecting main
storage for store and read.

The storage interface permits effecting a bus increment of capacity (up to 4M bytes)
of main storage by adding new OP [storage] modules.

The technical characteristics of the main storage unit made with ferrite cores are:

capacity, megabytes 1.0
cycle time, microseconds 1.25
access time, microseconds 0.65
width, bytes 8

The YeS-3267 main storage unit made with integrated circuits has the following
technical parameters (4K bits to a package):

capacity, megabytes 1.0
cycle time, ns 850
access time, ns 650
width, bytes 8

A rather advanced checking and diagnostic system is provided in the YeS-1045 compu-
ter to support high operating reliability and -repairability.

A large share of the equipment (on the order of 95 percent) is hardwaire checked by
self-checking circuits, which permits detecting malfunctions quite close to the
- time and place they appear.

The YeS-1045 computer recovery facilities provide the capability of continuing or
recovering the computing process when a random failure occurs. This is done either
by correction of single errors in main storage or by hardware-microprogram retry of
the 179 CPU instructions, in which the error occurred. Upon successful retry, nor-
mal operation continues, but the error is logged for subsequent analysis. Other-
wise, automatic retry of the situation that caused the malfunction is performed up
to eight times. An unsuccessful execution of all retry attempts causes storing of
the computer status and an interruption from the check circuits.

The high resolution of the diagnostics that enables localization of the malfunction
with an average precision of down to two-three TEZ's [standard exchange cards] is
achieved because of the use of the microdiagnostic procedures with a capacity to
1M byte, the programs of which are stored on the ML-45 tape storage unit. This
provides the capability of checking the main assemblies of the central devices
within 10-12 minutes.

The diagnostic system also includes the autotester apparatus designed to check
TEZ's and permitting localization of a malfunction within individual cards with a
precision down to one or more microcircuits. A malfunctioning element on a card

is localized by using diagnostic tables and a special tester, and rapid recovery of
computer serviceability is enabled after a failure. Provided in the YeS-1045 com-
puter is the special unit for checking and diagnostics of the power supply (ASKDE)
that permits performing an automatic change of voltages of power sources, as well
as automatic checking of the status of power sources, fans, thermosensors, etc.
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In the YeS-1045 computer, 10 is performed through the byte-multiplexer and block-
multiplexer channels. The combined hardware-micorprogram method is used to control
the IO channels. Data is exchanged through the IO interface under control of the
channel hardware facilities and is executed concurrently with processor operation.
Data exchange between the IO channels and main storage and processing of control
information are performed by processor i.cilities under microprogram control. The
10 channels share the apparatus of control storage with the CPU.

Up to two byte-multiplexer and five block-multiplexer channels may be connected to
the YeS-1045 computer. The byte-multiplexer channel can operate in the multiplexer
or burst modes at a data transmission rate of 40K and 12K bytes/second, respective-
ly, and has up to 256 subchannels.

Throughput of the block-multiplexer channels as a function of their number varies
from 0.5M to 1.5M bytes/second, and total throughput of all IO channels is 5M bytes
per second.

Up tu 10 control units at a distance of 60 m may be physically connected to each
channel. The special unit, the logic repeater, is included in the machine to in-
crease the number (to 19) of devices connectable to the byte-multiplexer channel.

8.5. The YeS-1055 Computer

The YeS-1055 general-purpose computer has a medium throughput of 450,000 instruc-
tions/second and is designed to solve a broad range of scientific and technical,
economic and special problems both in the standalone mode and in an information
processing system, including real-time and shared-use systems.

The YeS-1055 computer has most of the properties of the YeS EVM-2 principles of
operation, the main ones of which include:

the universal instruction set, except the four multiprocessing instructions (SPX,
SIGP, STAP and STPX);

the basic and extended control modes;

organization of virtual storage by hardware farilitles in the processor and
channels in the aggregate with program support of the operating system;

the block-multiplexer mode of channel operation and the universal interface for
channel communication with peripheral control units;

calls of special-purpose interruptions during execution of programs through use of
the monitor facilities that permit acquisition, analys’s and logging of information
on the status of program processing at the time of interruption;

logging of events in a program on branches, changes in contents of general
registers and main storage;

correction of single errors by using correcting codes during reference to main
storage;

obtaining information on the time of processes and analysis of their status by
using the time-of-day clock, comparater and CPU timer;

analysis of the status of the internal logic circuits in the CPU and channels by
using microdiagnostic procedures;

instruction retry when an error occurs during instruction execution;

extended precision floating point operations; and

operand placement on an arbitrary byte:boundary.

184

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030027-4

FOR OFFICIAL USE ONLY

The standard facilities in the logic structure of the YeS-1055 computer are: the
processor, control console, byte-multiplexer and block-multiplexer channels.

Optional facilities for the logic structure of the YeS-1055 computer are:
a second byte-multiplexer channel;

two block-multiplexer channels;

array processor;

direct control facilities;

channel-to-channel adapter; and

facilities for multiprocessor operation.

The YeS-2655 CPU has all the necessary function units for unpacking and executing
instructions and controlling the computing process; it also has all the facilities
for raising the efficiency of computations and extending system capabilities in
accordance with the YeS EVM principles of operation. It meets the requirements
for interactive operation with a large number of subscribers and common use of
data files.

The principle of microprogram control is implemented in the processor. Control
storage has a capacity of 8K instructions with 64 bits each, cycle time of 380 ns
and access time of 140 ns. In the main, storage of microprograms is performed as
a storage unit with permanent information. Only part of the microprogram storage
is reloadable, the part used by the system for error correction.

The YeS-1055 computer CPU includes the processor proper, main storage and the IO
channels.

The YeS-3204 main storage unit is made of MOS IC's with a 1024 x 1 organization.
Used in the structure of main storage is the method of dividing the storage into
four independent logic modules, access to which si effected by overlap according to
the principle of address inetrleaving, which enables the specified parameters of
model throughput. Main storage has two main versions: 1024K bytes and the maximum
of 2028K bytes. Storage cycle time is 1140 ns; access width is 8 bytes. Facilities
are provided to correct single and identify double errors in main storage, and to
protect storage for reading and storing. Using the virtual principle allows
increasing the efficiency of use of main storage.

The YeS-1055 computer IO system has byte- and block-multiplexer channels. The lat-
ter can also be used in the selector mode. Up to four block- and two byte-multi-
plexer IO channels can be connected. One byte- and two block-multiplexer channels
are used in the main design.

The byte-multiplexer channel can operate in the multiplexer and burst modes at a
data transmission rate of 40K and 1M bytes/second, respectively, and has up to 256
subchannels. The block-multiplexer channel has a data transmission rate of 1.5M or
3M bytes/second for the one-byte or two-b,te interfaces, respectively. The total
throughput of all IO channels is 4-5M bytes per second.

The channel equipment contains a special unit to check the operation of the IO
channels. This is a feature of the YeS-1055 computer. The channel check unit sim-
ulates operation of peripheral equipment and communication interfaces, which on the

one hand, facilitates debugging and checking of the IO channels, and on the other,
permits rapid and convenient localization of a malfunction that has occurred.
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A supplementary unit for the YeS-2655 processor is the array module; it is not a
functionally independent device and can be used only in the YeS-1055 computer.
This is also a model feature. In contrast to the general method of connecting an
array processor as an 10 channel (see chapter 1), the array module is connected
directly to the YeS-2655 processor as an executive resource. .Structurally, it is
made so that it can be connected to a machine already installed.

The array module is a specialized executive unit designed for rapid calculation of
floating point operations used in array computations and Fourier transforms. In
the process, because of parallel execution of different processes, a high rate of
computation is achieved; depending on the size of fields, density of instruction
stream and algorithm used, it may be 10-50 fold greater than that achieved in
executing these operations in the arithmetic unit with floating point.

Connecting the array module directly to the processor opens the fundamental capa-
bility of organizing its operation concurrently with the operation of the executive
units 1n the processor. This raises considerably the computation rate in the pro-
cessor. However, specific realization of this operation involves modifying the
operating system and considerable difficulties in control of the computer processor.
Connecting the array processor through a standard IO interface does not provide to
the full extent overlap of its operation with the operation of the arithmetic unit
in the processor, but in return allows using standard control procedures. A quanti-
tative evaluation of the effectiveness of the first and second methods uf connection
has not yet been exhaustively studied; therefore, the operating experience of the
Ye$-1055 computer will be useful in solving this problem and selecting the direction
of development of specialized processors.

In the YeS-1055 computer, much attention has been paid to development of system con-
trol facilities and to the improvement of convenience in operation interaction with
the computer. The YeS-7069 operator display console, a structurally independent
unit, is used for these purposes. It is used both in controlling the system and in
servicing it. It contains all the necessary controls and facilities for maintenance
and display. The IO unit is a display with light pen and keyboard. The screen
displays 25 lines of 80 characters each. The keyboard is used to input the neces-
sary information and specify the control function; it has 26 alpha, 10 numeric and
27 special characters. One version of the keyboard also includes 20 Cyrillic char-
acters. A high rate of communication 1is achieved through connecting a serial
printer to copy the information output to the display. The serial printer

operates at a rate of 45 cps.

The YeS-7069 operator console is connected to the processor by means of standard
and special interfaces. The standard IO {nterface allows connecting the YeS-7069
unit to any YeS EVM-1 or EVM-2 model as an operator console. The special interface
is designed to be used only with the YeS-1055 computer for display output and per-
forming diagnostic procedures. The CPU allows connection of two YeS-7069 units.
The second unit is supplied at user option. The YeS-7069 operator console has high
esthetic and operating characteristics encuring high comfort in computer servicing.

A peripberal feature for the YeS-1055 computer is the use of the YeS-7602 micro-
fiche output unit. Output rate is 5 microfiche /minute, which is about 250,000
characters/minute. Lettering of each microfiche with visually readable microtype
is possible. The operating system supports operation of this unit.
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Another feature of the YeS-1055 computer is the availability of YeS DOS emulation
facilities. These facilities allow operation of YeS DOS under control of the YeS
0S control program. In other words, these facilities allow execution of programs,
written by the user for YeS DOS, under control of the YeS OS operating system.

8.6. The YeS-1060 Computer

The YeS-1060 general-purpose computer has a high throughput of 1 million instruc-
tions per second. The concepts incorporated in the design of the YeS-1060 assume
its use in major computer centers and automated management systems for solving a
broad range of scientific and technical, plann-economic, informational and special
problems in the modes of local and remote processing of information. Capabilities
of versatile application of this computer are provided by the universal instruction
set, large size of main and external storage, high-speed IO channels and broad set
of peripherals. The availability of these facilities as well as the advanced sys-
tem of interruptions, facilities for time readout and main storage protection
allow efficient use of the YeS-1060 computer in the multiprogramming, time-sharing
and interactive modes.

The YeS-1060 computer has all the capabilities of the YeS EVM-1 and realizes all
the new concepts incorporated in the logic structure of the YeS EVM-2:
extended instruction set;

extended control mode in the processor;

dynamic address translation in the processor;

indirect data addressing in the channels;

block-multiplexer mode of channel operation;

new multiprocessor facilities;

extended precision floating point operations;

extended interruption system;

new facilities for time readout;

provision of monitor programs;

program event recerding; and

increase in efficiency of checking and diagnostic facilities.

The architectural and structural features of the YeS-1060 computer are aimed at
raising throughput, reliability and efficiency of use and creating simplicity and
convenience in servicing.

The YeS-2060 processor provides for fetching of data from main storage, controlling
the sequence of instruction execution, organizing interruptions, initiating opera-
tion of IO channels and implementing functions for checking and diagnostics. The
processor includes: central control unit, arithemtic and logic unit, storage con-
trol unit, checking and diagnostics unit and the control console.

The central control unit is designed to fetch, unpack and buffer instructions, con-
trol the operation of the arithmetic unit and execute system functions. This device
includes the units of instructions, data addresses, microprogram control, interrup-
tions, timers and external communications unit.

The arithmetic and logic unit is used to execute arithmetic and logic operations

and generate operand addresses. It includes: general and floating point registers
and a parallel adder. An optional unit is a fast multiplier.
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The storage control unit is designed for processor and IO channel communication
with main storage and includes main buffer storage, dynamic address translation
facilities, channel buffer unit and storage adapter.

The checking and diagnostics unit provides for control of the processor indication
system, control of hardware checking circuits and check interruptions, recoraing
processor status, hardware retry of instructions after detection of an error,
execution of the functior.s of the DIAGNOSE instruction, loading of microprograms
into control storage, execution of microdiagnostic tests for localization of mal-
functions and control of the synchronization system.

The control console is intended for manual control and display of computer status
during maintenance and operation. ’

High speed of the processor is achieved through organization of rapid access to
data, overlap of execution of operations and use of efficient computation algorithms.

The 8K-byte main buffer storage is built with fast integrated circuits. It is used
to match processor operation time with main storage time parameters. Data is ex-
changed between main storage and the buffer in 32-byte blocks (pages). Four-way
interleaving of addresses is used to speed up exchange. The buffer storage opera-
ting cycle, equal to the processor operating cycle, ensures rapid preparation of
instructions and operands. Using an efficient algorithm for replacement of infor-
mation in buffer storage combined with the use of a channel buffer permits

reducing conflicts in the processor.

Efficient algorithms are used in the arithmetic unit. This makes it possible to
combine a high rate of execution of operations with reasonable outlays for equip-
ment. Using a special unit for fast multiplication has made it possible to raise
the speed of execution of multiply operations 2-2.5 fold.

Instruction processing in the processor has three stages:

instruction fetching from the buffer, unpacking and generating of the operand
address;

reference to storage and fetching of data;

execution of the operation and storage of the result.

In accordance with this, several instructions, at different levels of processing,
are executed at the same time in the processor. Operation of the overlap levels
is strictly synchronized in time, which simplifies organzation of control. Con-
currently with processing of the instructions, the address of the next sector of
the program is generated and instructions are read from storaye to the buffer
register.

Besides the purely logic capabilities of the computer, the simplicity and conveni-
ence of operation of the machine and rapid location of malfunctions are very impor-
tant. During structure development, the designer almost always solves a compromise
problem: achieving high throughput with reasonable computer complexity. In the
YeS-1060 computer, the solution to these problems is shaped by:

the introduction of microprogram control not only in the arithmetic unit, but also
in the central control unit; and

the introduction of an efficient checking and diagnostics system.
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Microprograms control instruction processing in the processor, execution of opera-
tions and interruption processing. The writable control storage is built with
integrated circuits and consists of two units: basic and control, which are
accessed by independent addresses. The main unit of microprogram storage holds
4096 words of 144 bits each; the control unit holds 512 words of 24 bits each.

The microprograms stored in the control unit determine the sequence of processing
stages and processor steps in instruction execution and also the degree of overlap
of the processing stages. They also interrupt the sequence of the computing pro-
cess when conflict situations, outside intervention or interrupt requests occur.

The microprograms in the basic unit of control storage determine the specific ac- «
tions needed in the process of preparing instructions and executing operations and
interruptions.

In the YeS-2060 processor, all units for central control and the arithmetic unit
operate under microprogram control. The unit of system facilities for control and
the checking and diagnostic unit have mixed hardware-microprogram control. This
widespread introduction of microprogram control is a feature and advantage at the
same time of the YeS-1060 computer, since until recently, this principle was not
widely used for high-throughput ma<hines.

The high requirements for operating reliability in the YeS-1060 are met by an
advanced checking and diagnostic system. This system includes hardware and software
facilities that interact both in the main operating mode and in the maintenance
mode .

The hardware facilities effect online checking of processed information, elimination
of the consequences of failures by retrying up to eight times instructions and
sections of programs in the processor, retry of IO procedures in channels, and
correction of single errors in main storage. To analyze the causes of failures,
processor facilities allow fixing in main storage the status of equipment when an
error OcCurs.

Under the conditions of preventive maintenance and servicing, it is possible to
diagnose equipment by using special hardware facilities and a set of test programs
and by executing microdiagnostic procedures to locate malfunctions. Online tests
for checking external devices in the process of executing user tasks allow con-
tinual tracking of the status of external devices and when necessary deciding
whether or not to use them in the system. Tnese capabilities combined with the
operating system recovery facilities create the prerequisiies for efficient opera-
tion of the YeS-1060 computer at the user site. This is also facilitated by the
sof tware system that includes the latest version of YeS 0S, application program
packages that extend operating system capabilities, and aepplication program
packages for various purposes.

YeS-1060 system facilities permit combining the resources of several computers to
execute a common task, ensuring in the process high throughput and reliability.
Communication between the individual computers can be effected at the level of
any system component by using specific multiprocessor facilities:

at the level of channels by using a channel-to-channel adapter;

at the level of peripheral control units by using a two-channel switch;
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at the level of the basic main storage;
at the processor level by using direct control facilities.

The facilities that ensure efficiency in system application of the computer allow
creating powerful systems and multimachire computer complexes based on the YeS-1060.

The YeS-1060 computer IO channels are physically independent standalone units that
are connected to the processor and profit by simultaneous access to main storage.
Information transfer rate depends substantially on the number and type of channels
used. Up to seven IO channels, supporting the byte and block-multiplexer and
selector modes of operation, may be conencted to the YeS-1060 computer processor.
The block-multiplexer channels have the two-byte interface which allows connecting
devices distinguished by a high data transfer rate.

To operate the computer in the virtual storage mode, indirect addressing facilities
have been incorporated in the channel to complement the address translation
facilities in the processor. Hardware retry of instructions in a channel has also
been provided. The availability in the channel of facilities to log channel status
makes it possible to recover system operation by program methods when errors occur
in an IO procedure.

Structurally, the YeS-1060 computer channels are made in the form of YeS-4001 units
that include four functional channels: one byte- and three block-multiplexer.

The block-multiplexer channel can operate in the mode of a selector channel. The
block-multiplexer channels are controlled by hardware facilities; the principle of
microprogram control is used for the byte-multiplexer channel.

The byte-multiplexer channel consists of the main multiplexer channel and four
selector subchannels. Throughput of a selector subchannel is 500K bytes/s. The
integrated throughput of the byte-multiplexer channel is 1.5M bytes/s. The block-
multiplexer channel has a throughput of 1.5M bytes/s with the one-byte interface
and 3M bytes/s with the two-byte interface.

There are two versions of main storage for the YeS-1060 computer: ferrite cores
and integrated circuits. The ferrite-core main storage unit has a capacity from
2M to 8M bytes, reference cycle of 1.25 microsecond and access time of 0.8 micro-
second. To speed up access to main storage, it- entire extent is divided into
four independent logical blocks. The YeS-3206 main storage unit is built on the
modular principle and contains one megabyte per rack. The power supply is placed
in the same rack. Structure, circuit and design solutions for the YeS-3206 unit
have permitted reducing the bulk and raising the density of equipment packaging
compared to the main storage unit in the YeS-1050 computer which uses the same
ferrite cores.

The YeS-3266 semiconductor main storage unit for the YeS-1060 computer is made of
dynamic inetgrated circuits with 16K bits per package. It has the same interface
for communication with the processor and the same organization as the YeS-3206
unit. Capacity of the YeS-3266 unit is 8M bytes, cycle time is 680 ns and

access time is 520 ns.
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8.7. The YeS-1065 Computer

- With a throughput of four to five million instructions per second, the YeS-1065

- computer is the top model in the YeS EVM-2. It is intended for application in
major computer centers and large data processing systems. This computer implements
all data processing modes and uses all the architectural and logic capabilities
provided in the YeS EVM-2. The main quality of the computer, high throughput,
predetermines the features of its application and the features of the structural

- implementation.

First of all, the YeS5-1065 model is a general-purpose computer. In these terms, it

has to have the properties of universality and provide the capability of implement-

ing the most varied classes of algorithms for user tasks. At the same time, it has

- to have the properties of a special system application. In these terms, the compi-
ter must have the characteristic features of an open system that allow new problem-
oriented devices to be included in its makeup. Considering this, one can formulate
the basic properties of the YeS-1065 computer architecture.

1. Structural solutions are aimed at achieving the maximum rate of execution of a
random stream of instructions processing any data.

2. The computer structure provides the capability of incorporating in its makeup
special processors to increase the rate of processing in systems used to solve a
limited set of tasks. The purpose of these processors is to increase at least by
an order the rate of execution of individual functions most often encountered in
the computing process at a specific user site.

- 3. There are advanced complexing facilities in the computer to enable creating
multiprocessor and multimachine complexes for a general increase in system computing
capacity.

A processor structure that can be described as one with common resources was chosen
for the YeS-1065 computer. This assumes the availability of several devices that
prepare instructions for execution, but the execution of these instructions is per-
formed in one operating device. Nevertheless, even with this structure, it is ex-
pected that special organizational steps are taken to reduce the processing time

at all stages of instruction preparation and execution.

To reduce the data fetching and storing stage in the YeS-1065 computer processor,

a 32K-byte main buffer storage unit is used; it operates at the rate of operation
executlon in the executive units. Information is exchanged between main storage
and the buffer in 32-byte blocks. An additional gain in the operating rate at the
stage of storage reference is obtalned because the results of operations are stored
only in buffer storage without immediate duplication of them in main storage.

These results are stored in main storage when the least recently used information
is destaged according to the standard discipline.

In the arithmetic and logic unit, a common resource in the YeS-1065 computer pro-
cessor,operation execution time is reduced by the implementation of the fastest al-
gorithms for oepration execution and by dividing this unit into several independent-

ly operating units (operating devices) for information processing. Each of these
devices is oriented to executing a group of instructions close in type. This
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simplifies the structure of the operating device, reduces the outlays for imple-
mentation of each device and permits reducing the time for execution of operations
compared to that for a general-purpose device, although total costs of equipment
inctease.

Provided in the structure of the YeS-1065 computer processor are four independent
units for execution of operations: fixed-point arithmetic, floating-point arithme-
tic, arithmetic for processing variable-length fields and decimal numbers and,
finally, the fast multiplier (divider). Access to these units is independent and
each may operate concurrently with the others. There is alsc the capability of
increasing total capacity of the arithmetic unit by connecting both similar devices
and problem-oriented devices for information processing.

- The toatl throughput of all operating devices is several tens of millions of opera-
tions per second and is considerably higher that the throughput of the storage con-
trol unit and the central control unit (instruction processor). In this case, it

\ is advisable to include in the processor structure several instruction processors
and divide buffer storage into independent sections with their own control and ac-
cess to main storage, i.e. to have several storage control units. The YeS-1065
computer processor has two storage control units, each with a 32K-byte buffer and
two instruction processors. Each instruction processor manages its instruction
stream to jointly maintain the required load on the arithmetic unit.

The structure with common resources, like the multiprocessor from the viewpoint of
the operating system, operating with a common extent of main storage, has a number
of advantages. First of all, there is the effective increase in throughput and
provision for system viability. The computer continues functioning, though with
less throughput, when the separate devices fail. When a second arithmetic unit is
included in the computer, which is also a common resource, the reliability of such
a computer system increases manifold. The inclusion of several instruction proces-
sors in the processor also simplifies organization of the structure of each. In
doing so, organizing a large number of overlap levels is avoided and the micro-
program principle of control is implemented.

In the computer with common resources, problem-oriented processors that raise the
overall machine throughput may be connected to all the instruction processors with
the rights of a common resource. For this, they have to have an interface to the
instruction processor similar to the operating devices. For the instruction pro-
cessor, this connection of new devices boils down to implementing additional in-

- struction codes corresponding to the functions of the equipment being incorporated,
which is rather simple with the availability of microprogram control. Far more
complex is the software problem for these devices that has to be solved individually
in each specific case.

The high rate qualities of the YeS-1065 computer processor are supported by a
powerful IO system, large main storage and service facilities.

Along with the traditional structural solutions, when the channels are rigidly
attached to the processor, the principle of floating channels (cross-call channels)
is used in the YeS-1065. The principle of the universal channel (I0 multiplexer),

when execution of the functions of the byte- or block-multiplexer modes is enabled
by the use of microprogram control, has also been implemented. The channels are
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operationally adjusted for the required mode by reloading of microprogram storage.
All the new functions of the YeS EVM-2 are performed in the YeS-1065 computer
channels: indirect data addressing, IO operation retry and the two-byte interface.

Up to 16 channels, enabling total throughput of about 30M bytes/s, are connected to
the YeS-1065 computer. The main storage unit for this computer is made of 16K-bit
microcircuits. The storage structure provides eight-way address interleaving.
Storage size is 8M bytes, cycle time is 870 ns and access time is 650 ns.

A special processor for diagnostics and control, placed in the system control con-
sole, is used in the YeS-1065 computer. Its functions include performing diagnos-
tic procedures and maintaining direct contact with all central units in the pro-
cessor.

The YeS-1065 computer has an advanced error detection system, recovery facilities

s to eliminate the effect of random failures through automatic retry of operations,
and error correction facilities using correcting codes. The microdiagnostic system
permits detecting malfunctions during preventive maintenance and servicing. The
computer structural features govern the specific functions of the console processor:
tracking the functioning conditions of the individual devices, acquisition and
analysis of information on failures, disconnection of malfunctioning devices and
diagnosis of them, and decision-making on system configuration. To do this, it has
large internal storage and the required set of its own external units.

Conclusion

Development of the Unified System of Computers has made it possible to a consider-
dable extent to solve the problems of equipping the national economy of the countries
in the socialist community with computer facilities. The Unified System is now a
powerful, advanced system of computers in the socialist countries, has been
assimilated into production and has found widespread application in various sectors
of the economy. Work on the Unified System has not ended with the development of
the first and second phases. The main directions of further development for the
Unified System are:

increasing the efffectiveness (throughput/cost ratio) of computers with respect to
the YeS EVM-2;

improving technical parameters and operating characteristics;

increasing the effectiveness of introduction into various spheres of the national
economy through functional specialization of hardware, use of programmable hardware,
built-in hardware control facilities and organizing data processing networks;
increasing further the effectiveness of stating and solving problems, including
solving the problem of using a common information base and further introducticn of
problem-oriented language facilities; and

reducing the hardware and software maintenance costs by providing high reliability,
and improving the methods of diagnostics and effective redundancy. The determining
feature of this development is the shift to the new technological design base

using LSI circuitry which is predetermining the creation of fourth-generation
computers.
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